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Definitions 
Slope Stability – The presence of conditions required for a sloping mass to 
critically fail and mobilize, typically expressed through a mechanical force 
description. 
Slope Failure – The release and consequent mobilization of a section of 
sloping material acter a critical momentum or force threshold has been 
exceeded. 
Mass Movement – The gravitationally driven dynamics of a mixed volume of 
solids, fluids and gas down a terrain. 
Landslide – Specific type of mass movement referring to  
Debris Flow – Specific type of mass movement referring to  
Erosion – The mobilization of soil material by fluid flow through fluid-grain 
interfacial forces. 
Entrainment – The mobilization of soil material by solid rich flows through 
grain-grain interfacial forces. 
Runoff – The draining of water over the surface, when further infiltration is 
limited. 
Evapotranspiration – The transfer of water from the soil or other surfaces to 
the atmosphere by evaporation, or transpiration of water from plants. 
Mitigation – A measure taken to prevent a hazardous process from have 
impact. 
Flood – The overflow of large volumes of waters beyond normal values, or on 
normally dry land 
Infiltration – The entering of fluids into a soil driven by gravitation and matrix 
suction of the soil. 
Interception – The capture and temporary storage of precipitation of leaves. 
Hazard – A phenomenon that can potentially have negative effects on 
something with value, either physical or abstract (economical, social, 
environmental or cultural) 
Multi-Hazard – The relevance of several distinctly classified hazardous 
processes including potential interactions. 
Risk – The combined sum of potential adverse events that might occur, their 
probability and their impact. 
Impact – The consequences to a specific object of a process. 
Modelling – Usage of a representation, either physical, schematic, or 
mathematical, that describes but is not identical to study a process. 
Simulation – The imitation of a process using a model in order to study the 
process. 
Spatially Distributed – Including spatial variation in dynamics 
Physically-Based – A mechanical description of a process in terms of physics-
based mathematical equations. 
Integrated – Two components coupled in such a manner that interactions are 
fully included and occur in an organic manner. 
Empirical – A data-driven phenomenological or statistical approach to 
describing a process. 
Finite Element Method – A method used for solving partial differential 
equations by expressing equations in terms of a discretized space. 
Parameter – A variable or specific value used in the description of an object, 
terrain or process. 
Vulnerability – The predisposition to be adversely affected. 
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1 Introduction 

1.1 Introduction 
Natural hazards occur throughout the world, in a variety of environments and 
with large variation in types (Godschalk et al., 1998). They are a global concern 
for safety and sustainability, as they cause fatalities and financial damage in 
nearly all regions of the globe (Nadim and Kjekstad, 2009; Barrantes, 2018; 
Munich Re, 2019). The hazardous processes leading to these damages can 
overlap spatially or temporally, and interact. An example of this can be found 
in tropical storms that cause storm surges, extreme wind and rainfall, which in 
turn causes flashfloods, landslides and debris flows, as was experienced on 
Dominica during Hurricane Maria in 2018 (GDDRF, 2018). Multi-hazard events 
can result in increased impact, since hazard interactions can amplify hazard 
intensities, increase the exposure of elements-at-risk and prolong the duration 
of impact (Marzocchi, 2009; Joel and Bruce, 2014; Barrantes, 2018). The 
complexity of multi-hazard events has been recognized both in the scientific 
community and in policy making. Within the research field of natural hazards, 
the importance of developing an integrated approach to multi-hazard risk 
assessment has been stressed (Hewit and Burton, 1971; Van Westen and 
Hofstee, 2000; Van Westen et al., 2002; Bell and Glade, 2004; Grieving et al., 
2006; Kappes et al., 2012). Many global and national-scale policy documents 
have recognized the need for gaining multi-hazard understanding (UNEP, 
1992; FEMA, 1995; UN, 2002; UNDP; 2005; Burston et al., 2017). Since the 
start of the 21st century, an increasing attention is given to multi-hazard risk 
assessment (Kappes et al., 2012). One of the first documents to call for multi-
hazard action was the UNEP agenda 21 (UNEP, 1992). Later, it was 
incorporated into policy from the United Nations (UN, 2002) and into the 
UNISDR global agenda (UNISDR, 2005). Recently, the Sendai Framework for 
Disaster Risk Reduction 2015–2030 (SFDRR) (UNDRR, 2015) and the UNISDR 
2030 agenda heavily stress the importance of integrated multi-hazard 
approaches in all stages of DRR, including early warning systems 
(UNISDR,2015). 
Multi-hazard events occur when multiple hazardous processes influence the 
behavior of others in a significant way. Complex and interacting hazardous 
process chains are typically referred to as multi-hazard events, or cascading 
process chains depending on the intrinsic nature of the interaction. This 
intrinsic nature can be categorized based on the causal connection between 
the individual hazards. When multiple hazards are activated by the same 
trigger it is a coupled event and can be thought of as parallel activation (Kappes 
et al., 2012). An example is hurricanes triggering both floods, landslides and 
storm surges. Alternatively, in a cascading event, there is a chain of activation, 
where each process triggers a next one, which can be thought of as activation 
in series (either immediate or deferred). Here, an example is a landslide 
depositing in a river, which results in landslide dam formation and finally in 
flooding. Multi-hazard events do not neccesarily consists of a single type of 
interaction, but instead coupled hazard might cascade and vice versa. 
Additionally, hazard originating from distinct locations might move from their 
location of origin and interact. 
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A range of multi-hazard dynamics has been studied in the past decades, in 
particular those with high impact and frequent occurrence, such as multi-
hazard chains related to earthquakes, like tsunamis (Geist and Parsons, 2006; 
Geist et al, 2016) or co-seismic landslides (Cui et al., 2009; Fan et al., 2019). 
Also volcanic hazard chain (Marzocchi et al.2009; 2010) and multi-hazards 
associated with extreme weather events such as tropical storms have been 
studied extensively (Dupay et al., 2007; Bunya et al. 2010; Bout et al., 2018). 
Another type is gravitational surface hazards, which includes numerous mass 
movements and flow types such as flash floods and landslides (Mergili et al., 
2018; Bout et al., 2018). Specific hazard interactions have been studied as 
well, such as Glacial Lake Outburst Floods (GLOF) (Mergili et al., 2018), 
landslide runout blocking rivers (Fan et al., 2012), the combined occurrence of 
(flash) flooding and runout of debris flows and landslides (Bout et al., 2018; 
Destro et al., 2018) and the occurrence of debris flows triggered by wildfires 
(Nikolopoulos et al., 2018).  
In order to provide evidence-based strategies for mitigation and adaptation to 
the continuous thread posed by natural hazard, hazard and risk assessment is 
required (van Westen, 2014).  

1.2 Multi-Hazard Risk Assessment 
Multi-Hazard Risk Assessment was defined by Gallina as the assessment of risk 
arising from multiple hazards, where risk quantifies and classifies potential 
consequences of hazard events on the investigated areas and exposed 
elements, combining hazard, exposure and vulnerability. A useful overview of 
definitions is provided in Gallina et al. (2016). Total risk is calculated as the 
total average yearly damage from all hazards, which is the multiplication of 
probability, exposure and vulnerability (Varnes, 1984). Existing frameworks 
for MHRA contain a variety of strategies to convert the risk posed by individual 
hazards into a total risk. If the hazardous processes are causally unrelated 
(Kappes et al., 2012), the total damage is approximated by the integral in 
equation 1.1 (van Westen et al., 2014). This assumption can be valid for natural 
hazards that are not related in terms of triggering factors, or causal 
relationships (e.g. areas impacted by wind and seismic hazard, or other non-
overlapping hazards). 

1. 1 R୭୲ୟ୪ ൌ  න න Pሺx, Tሻ  ∙ ൭  Vୣ൫IሺTሻ൯ ∙ Aୣ

ୣୀୣ୪ୣ୫ୣ୬୲ୱିୟ୲ି୰୧ୱ୩

൱ ∙ dT 
ୀஶ

ୀ
∙ dx

 

୶
൩

୦ୟୟ୰ୢ

  

Where 𝑇 is the return period of the event, x is the location, 𝐼ሺ𝑇ሻ is the intensity 
of the event with return period T, 𝑃ሺ𝑥, 𝑇ሻ is the probability of the event with 
return period T at location x, 𝑉ሺ𝐼ሺ𝑇ሻሻ is the vulnerability of a specific element-
at-risk to the impact of an event with a certain return period and intensity and 
𝐴 is the amount of value for a specific element-at-risk. 
The use of equation 1.1 requires the integration of the losses for hazard events 
with all possible return periods, ranging from frequent small events to very 
rare extreme events. The integral over the return period (area under risk 
curve) can be approximated numerically by discretizing return period values 
and applying a numerical integration scheme such as the trapezoid rule (Davis 
& Rabinowitz, 2007). For each hazard event the hazard intensity is recorded 
for each element-at-risk and translated into degree of loss using vulnerability 
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functions for the specific hazard and element type (van Westen et al. 2006; 
Uzielli et al., 2008).  
An important choice when implementing equation 1.1 is the method used to 
link hazard intensities to probability or return period. Commonly, the analysis 
of the historical occurrences of the hazardous process are used for frequency 
analysis (e.g. utilization of a flood record for flood intensity probability 
estimations). For certain other hazard types, it is possible to obtain return 
periods through the analysis of the triggering event. For example, the 
probability of flash floods can be approximated through the frequency analysis 
of the rainfall events that triggering them and the conditions of the surface 
(Kay et al., 2006).  
When the set of defined natural hazard does interact in some manner, the risk 
calculation must be altered both in regards to hazard, vulnerability and 
exposure. Instead of individual hazardous processes, specific chains or groups 
are used for analysis in order to include interactions and compensate for multi-
hazard events probabilities (Liu et al., 2015). These groups are then activated 
or induced by a triggering process (trigger). In the past decade, the usage of 
fault trees or event trees has been proposed (Marzocchi et al., 2009; Garcia-
Aristizabel and Marzocchi, 2013, Van Westen, 2014; Liu et al., 2016). There, 
the summation over all hazards in equation 1.1 is further specified into hazards 
chains that can be either one hazard itself, or a set of parallel or series 
activations. Each of these sets of activations (e.g. paths in the event tree) are 
then given an individual probability. Estimating these probabilities can be done 
based on statistical analysis historical records and landscape properties (e.g. 
through multivariate statistical analysis, principal component analysis (Cutter 
et al., 2000) or fuzzy comprehensive evaluation (Dixon, 2005)). Using this 
method, inclusion of multi-hazard chains and interactions gives a more 
accurate picture of multi-hazard risk. However, the quantification of the 
individual probabilities in the event tree, and specifically the spatial variation 
is very difficult in applications that cover larger areas, and do not deal with 
site-specific risk analysis. For example, the prediction of earthquake-induced 
landslide dam break out floods for a mountainous area depends on many 
individual hazard interactions, which are extremely difficult to quantify spatially 
(Fan et al., 2012b).  
Considering vulnerability, issues arise since the total of all damages will lead 
to double counting (Van Westen, 2014) (e.g. a landslide and flood triggered by 
the same event can both contribute 100 % destruction leading to a total 200 
% counted damages). Strategies have been proposed (Kappes et al., 2012) to 
cope with this such as taking the maximum damage of all hazards, or more 
complex approaches (FEMA , 2011), that calculate the actual damage between 
the maximum and the sum of all damages ( maxሺ𝑉ଵ, 𝑉2ሻ ൏ 𝑉𝑎𝑐𝑡𝑢𝑎𝑙 ൏ min ሺ1, 𝑉1 
𝑉2ሻ , limited by the total loss. Ideally, multi-hazard vulnerability functions are 
required that take into account the multi-dimensional variability of hazard 
intensity parameters to estimate damage (kappes et al., 2012). 
To alter equation 1.1, we thus replace the individual hazard by the summation 
over triggers that can activate a group of hazardous processes. This leads to 
different intensity parameters that occur simultaneously, and which are 
analyzed together with multi-hazard vulnerability functions in the damage 
calculations. The adapted version of equation 1.1 is shown in equation 1.2. 
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1. 2RTotal ൌ  න න Pሺx, Tሻ  ∙ ൭  Ve൫IαሺTሻ, IβሺTሻ, IγሺTሻ, … ൯ ∙ Ae

eൌelementsെatെrisk

൱ ∙ dT 
Tൌ∞

Tൌ0
∙ dx

 

x
൩

trigger

  

Where 𝐼ఈ is the first intensity parameter of the hazards caused by the triggering 
process at time T, 𝐼ఉ is the second intensity parameter, etc. 

1.3 Defining the Hazard Component 
Defining the hazard intensity in equation 1.1 (for hazard assessment without 
interactions) or 1.2 (for multi-hazard events) is generally done using either 
statistical or physically-based modelling. For many types of hazard (e.g. 
flooding, storm surge, wind..) hazard assessment generally involves 
physically-based modelling, as it has proven to be valuable approach for the 
assessment of natural hazards (van Westen, 2014). This group of techniques 
can predict the dynamics of hazardous processes using either empirical or 
physically-based equations. The physical properties of the process (e.g flow 
height, velocity or density) can be directly correlated to physical damage with 
an appropriate vulnerability curve. Physically-based models are generally able 
to provide more insight into the underlying causes of hazardous processes and 
how physical parameters affect their behavior (Wainwright and Mulligan, 
2002). Additionally, they are generally better able to model the changes 
resulting from future climate and land use change scenarios and risk mitigation 
alternatives (Terzi et al., 2019). International guidelines on DRR such as the 
Sendai Framework have noted the importance of empirical or physically-based 
spatial modelling (UNISDR,2015). 
Physically-based simulations can occur on a variety of spatial and temporal 
scales. Site or local-scale simulations focus on specific areas where a process 
is active (e.g. a bridge, building, single landslide runout area or street) (Ernst 
et al., 2010). Regional modelling approaches are taken to cover an area that 
contains more than a single object and process of interest. Here, river basins, 
sub-catchments and slope units can be typical study areas (Braud et al. 2014). 
Finally, national-scale simulations cover full countries, and generally contain 
multiple river basins.  
A variety of modelling applications have become standard practice in the 
assessment of singular hazards. These include hydrology and flood modelling 
tools such as HEC-RAS (Brunner, 2010) or OpenLISEM (De Roo & Jetten, 1999; 
Bout et al., 2018), mass movement runout models such as RAMMS (Bartelt et 
al., 2013) and Flo-2D (O’Brien, 2006), landslide initiation models such as 
TRIGRS (Baum et al., 2002) and SIMTOP (Lee & Ho, 2009), slope failure 
surface models such as Scoops3D (Reid et al., 2014) and r.slope.stability 
(Mergili et al., 2012). Tsunami wave models have been developed for local 
(Baba et al., 2015) and global application (Geist et al., 2016). Storm surge 
simulations similarly exist at both local scale (Tho Sao, 2008) and global scale 
(Vousdoukas, 2018). Hurricane models exist in numerous varieties, typically 
used for real-time forecasting, such as HWRF (Liu et al., 2006) and GDFL 
(Kurihara, 1995). Seismic and Vulcanic hazard models are predominantly 
understood in probabilistic hazard assessment (Jordan et al., 2011; Cipta et 
al., 2017; Marzoghi et al., 2010). However, here physically based models are 
similarly making their way into common practice. Examples are volcanic hazard 
models for pyroclastic flow runout (Ciona et al., 2003), or ash deposits (Searcy 
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et al., 1998). Other examples are seismic wave propagation models such as 
SpecFem3D which have been used successfully for detailed simulation of 
ground shaking motion (Komatitsch et al., 2010).  
The methods mentioned above focus on isolated natural hazard, and simulate 
their behavior while ignoring possible interactions. Given that interactions 
between hazards do not occur, these models can be applied to multi-hazard 
and risk assessment. Each of the simulated events coincides with a specific 
probability, and for each event, the simulations provide a spatial indication of 
hazard intensity (Gallina et al., 2016). Usage of these models can introduce 
significant errors if multi-hazard interactions do occur. For example, 
simulations of floods and debris flows can be performed using separate 
modelling tools to predict peak flow height of both processes. However, in case 
of interactions between the two, the dynamics of the event are not captured 
by the governing physics of either one of the processes. Hazard Interactions 
can thus require distinct multi-hazard modelling tools since interactions 
significantly alter the behavior of an event. 
An additional aspect of multi-hazard modeling that has to be taken into account 
is the landscape on which the hazardous process occurs. The physical 
properties of this landscape can determine the dynamics of hazardous 
processes, and vary continuously. Changes in, for example, soil water 
conditions, vegetation characteristics, and soil material can vary seasonally 
(e.g. ground water or vegetation properties) due to slow processes (e.g. soil 
weathering) or based on earlier hazards (e.g. landslides alter distribution of 
slope material and destroy vegetation) (van Beek, 2002). When a hazardous 
process induces another through landscape changes it be thought of as a 
deferred cascading event. An example of this can be found in wildfires, that 
change the vegetation and soil characteristics, making the landscape more 
susceptible to erosion or debris flows. Hazard and risk assessment must thus 
take into account both properties of the trigger (e.g. storm) as well as the state 
of the landscape. Changes in a landscape caused by a previous hazardous 
event alter the hazard and risk in the future. After natural hazard alter the 
landscape, risk might therefore need to be re-assessed. 
A thorough review of multi-hazard interactions, their nature and type are 
provided by Gill and Malamud (2014) and Gill and Malamud (2017) (See Figure 
1-1). 
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Figure 1-1 A simplified diagram of hazard interactions, with possible groupings of 
hazardous processes that are currently being combined in integrated physically-based 
multi-hazard simulations. Black lines indicate the groups where past research has 
sucesfully provided limited multi-hazard approaches. G1 includes major seismicly 
triggered hazards. G2 includes major precipitation-triggered hazards. G3 includes long-
term hydrology (droughts in particular) and wildfires. Note that no model currently 
combines all processes in G2. Blue arrows indicate a one-way link, Orange arrays show 
a two-way link. 
 
The lack of multi-hazard models for hazard (and risk) assessment to complex 
multi-hazard events has led to a number of problems (Kappes et al., 2012; Liu 
et al., 2016). If a multi-hazard modelling tool is not used, the varying dynamics 
of the processes are lost, leading to a simplified depiction of the actual hazards. 
Moreover, when gravitational surface hazards merge (floods, flash floods, 
debris flows, mud flows, landslides, soil slips etc..) the resulting dynamics 
might be beyond their original classification. Using multi-hazard models could 
increase understanding in the way in which these interactions influence the 
final risk (Wainwright and Mulligan, 2002). Thus, hazard assessment using 
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physically-based modelling must attempt to implement interactions between 
hazardous processes within its framework. Since multi-hazard interactions are 
often complex, and were traditionally not well-represented in physically-based 
modelling, the statistical approach had significant practical advantages. 
However, in the past decade, increased understanding of the physical 
principles at work, numerous interactions are now understood at a level where 
inclusion in a physically-based model is possible, as will be discussed in the 
next section. 

1.4 Towards Integrated Multi-hazard Physically-
based Modelling 

In the past decade, a series of fundamental developments have introduced 
new innovations and methods into the field of physically-based modelling of 
multi-hazard events. There are a number of recent developments, particularly 
related to hydro-meteorological hazards, that may lead to important 
improvements in multi-hazard risk assessment: 
1. The move towards regional physically-based modelling of rainfall-runoff, 

channel flow and inundation in an integrated manner. Due to increased 
availability of computational power and availability of detailed data, flood 
modelling setups can include entire catchments, for example by clumping 
of upslope areas or empirical relationships to reduce model complexity 
(Bravo et al., 2011; Nguyen et al., 2016; Huxley and Syme, 2016). Others 
utilize a regular grid to perform a physically-based simulation of hydrology, 
flow and flooding at a detailed resolution (OpenLISEM; Bout and Jetten, 
2018).  

2. The development of regional landslide failure surface models, which search 
a terrain for potential slip surfaces, and can predict probability of failure 
together with the depth of the failure surface on a regional scale. Examples 
of such models are Scoops3D (Reid et al., 2015) and r.slope.stability 
(Mergili et al., 2014).  

3. Improved regional prediction of soil water behavior, combined with limit 
equilibrium modelling for shallow failures, that incorporate runout. This 
allows for substantially faster simulations, incorporating both antecedent 
moisture conditions and the effect of extreme precipitation. Whereas most 
applications use infinite slope models, which do not allow to analyze deep-
seated landslides, nor failure volume, recent developments open up these 
possibilities, such as the Fibre Bundle Model (Cohen et al., 2009), Iterative 
Failure Method (Bout et al., 2018) and models such as SIMTOP (Lee and 
Ho, 2009). Additionally, the failure component has been linked with runout 
of the induced mass movements (Fan et al., 2017; Bout et al., 2018). 

4. The refinement of modelling techniques for non-newtonian flows. Non-
newtonian type flows, such as Bingham-plastic, pseudoplastic and 
Herschel-Bulkley describe complex constitutive models for flow processes. 
Such types of rheologies are common for gravitational surface flows 
(Pudasaini, 2012). Efficiently and accurately predicting their behavior has 
been done for both small and large scale simulations (Vuong et al., 2019; 
Han et al., 2019). However, these flows have not been coupled with other 
catchment-scale processes that influence multi-hazard behavior. For 
example, runoff resulting in sediment rich floods. This limits applicability 
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5. The development of flow models that implement rheologies with support 
for wide ranges of mass movement types and their interactions, specifically 
the development of equations for two-phase solid fluid mixture flows. 
These equations of internal solid-fluid interactions and drag forces are 
based on the contents of the mixture and can deal with flows colliding, 
mixing and interacting. When the forces change magnitude, the effective 
rheology is altered in real-time (Pudasaini and Hutter, 2003; Pitman and 
Lee, 2005; and Pudasaini, 2012). Another approach to the two-phase flow 
interactions, using dynamically evolving dilatency, has been developed by 
Iverson and George (2014). In the past several years, this has led to a 
variety of two-phase flow equations supporting behavior in complex runout 
scenarios (Iverson et al., 2015), landslides hitting reservoirs (Mergili et al., 
2017), lake outburst floods (Mergili et al., 2018), and events including 
mass movement and (flash) flooding (Bout et al., 2018).  

6. The development of modelling techniques for self-altering flows, 
specifically the effect of entrainment on debris flow initiation. The physical 
properties of flows, e.g. mixture consistency and density, can change due 
to entrainment (Frank et al., 2015). Recent models simulate a combination 
of water flow and the initiation and runout of debris flows through erosion 
and entrainment (Chen and Zhang ,2015; Hu et al., 2016; Melo et al., 
2018; Ouyang et al. , 2018).  

7. The combined assessment of inland and coastal water dynamics, to model 
the effect of storms where storm surge interact with fluvial flooding, 
increasing the level of flooding in the river mouth (Chen and Liu, 2014; 
McGuian et al., 2015). Recent models utilize a full water flow description 
in a flexible 2d/3d domain and a computational grid with a flexible 
triangular mesh. Examples of such approaches can be found in McGuian et 
al. (2015), Ikeuchi et al. (2017), Yin et al. (2016) or Chen and Liu (2014). 

8. The quality of simulated earthquake-induced ground acceleration, leading 
to improved accuracy when simulating interactions with other hazardous 
processes, such as tsunamis (De Risi and Goda, 2017; Goda and De Risi, 
2018). A second example is the simulation of slope failure based on seismic 
accelerations for local (Tiwari et al., 2015a; Tiwari et al., 2015b), or 
regional application (Locat et al., 2016; Raghukanth et al., 2012). Studies 
can use specific earthquake scenarios, combined with seismic wave 
simulation, in order to predict possible future impact (Liu et al., 2018).  

For nearly all of the research mentioned above, there have been major 
improvements data availability and computational power in the last decades. 
Advances in data quality for elevation and physical terrain properties were 
required for the successful innovation of the regional physically-based 
modelling methods. Simulations of integrated multi-hazard events requires 
large computational power. For example, integration of catchment runoff in a 
flood model can require simulation of the Saint-Venant shallow flow equations 
for all flow, while the faster kinematic flow assumption provides accurate 
results when only runoff is simulated (Bout and Jetten, 2018).  
Using the developments mentioned above, research has started to move 
towards physically-based models for simulation of multiple simultaneous 
hazardous processes. We use the term ‘’multi-hazard model” to refer to a 
model that simulates at least more than one hazardous process in an 
integrated manner. A single hazardous process is considered in traditional 
categories such as used by Gill and Malamud (2017). A more significant issue 
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occurs with the term “all-hazard model”, as claiming a full coverage of all 
possible processes and their interactions is an extraordinary difficult claim to 
prove, effectively rendering the term unusable. Table 1-1 gives an overview of 
integrated physically-based multi-hazard models that can be applied at 
regional (non-site investigation) scale, according to hazard types. 
 
Table 1-1: An overview of existing physically-based models and modelling approaches 
that involve multiple hazardous processes in an integrated manner. 
Hazard Types Available Regional Models 
Storm Surge (coastal 
waves), Wind 

Bunya et al. (2010) , Janekovic et al. (2015) ,Xie 
et al. (2016) 

Drought, Wildfire Taufik et al (2017), Miller et al (2017), Atchley et 
al (2016) 

Wind, Windthrow Dupay et al. (2007) 
Storm Surge, Fluvial Flood McGuian et al. (2015), Ikeuchi et al. (2017), 

Yin et al. (2016) 
Chen and Liu (2014) 

Seismic and Wind on 
buildings 

Suksuwan and Spence (2018) 

Tsunami, Submarine 
Landslide 

Lynett and Liu (2002) , Kirby et al. (2016), 
Yavari-Ramshe and Ataie-Ashtiani (2016) 

Flood, Erosion Delft3D (Delft-Hydraulics, 2006), Hu et al. 
(2009) 

WildFire, Debris Flow Rengers et al. (2016), McGuire et al. (2018) 
Siesmic, Ash Fall, 
Landslide, Lahar 

Bernal et al. (2017) 

Slope Failure, Mass 
Movement 

Flow-R (Horton et al., 2013) 

Hydrology, Slope Stability PROBSTAB+STARWARS (van Beek, 2002), 
TRIGRS (Baum et al., 2002), CHASM (Grelle et 
al., 2013), iCRESTRIGRS (Zhang et al., 2016), 
GeoTop (Formetta et al., 2016), Tao and 
Barros (2014) 

Hydrology, Slope Stability, 
Seismic 

Hess et al. (2017) 

Hydrology, Slope Stability, 
Slope Failure 

r.slope.stability (Mergili et al., 2014) 

Hydrology, Slope Stability, 
Slope Failure 

Step-Tramm (Fibre-Bundle Model), (Ruette et 
al., 2013) 

Hydrology, Slope Stability, 
Slope Failure, Mass 
Movement 

Fan et al. (2017) 

Hydrology, Slope Stability, 
Slope Failure, Seismic 

Scoops3D (Reid et al., 2015) 

Runout of several types of 
mass movements 

r.avaflow (Mergili et al., 2017), RAMMS 
(Christen et al., 2010), Flo-2D (O’Brien et al., 
1993), DualSPHysics (Canelas et al., 2013), 
Gao et al. (2018) 
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Hydrology, Entrainment 
initiated Debris Flows, 
Flooding 

Edda Chen and Zhang (2015), Zhang et al. 
(2018), Van Ash et al. (2016) 

Landslide, River dams BREACH with 2D flood model (Fan et al., 2012) 
Seismic, Tsunami De Risi and Goda (2016; 2017), Goda and De 

Risi (2018), Meada et al. (2018) 
Seismic, Debris Flow Zhou and Tang (2014), Guo et al. (2016) 
Seismic, Landslide Tiwari et al. (2015a), Tiwari et al. (2015b), 

Locat et al. (2016) 
Raghukanth et al. (2012) 

Seismic, Slope Stability, 
Failure, Mass Movements, 
Hydrology, Flooding, 
Entrainment Initiated 
Debris Flows 

OpenLISEM Hazard, Developed in this work 
(Bout et al., 2018) 

 
Implementation of integrated multi-hazard modelling into a hazard and risk 
assessment framework is not straightforward. In order to better consider 
multi-hazard interactions, specific combinations of hazards might be grouped 
for integrated analysis. These hazards should have a certain relationship, either 
because they appear in chains, are linked to the same trigger, or are affecting 
the same area at the same time. Ideally, a chosen group should not have any 
two-way links move in and out of its confined hazards. 
Figure 1-1 gives three examples of groups of hazards that are currently being 
combined in modelling: earthquake related hazards, drought and wildfires, and 
hydro-meteorological surface hazards. The modelling of these processes in 
separate groups is logical as the main triggers (earthquakes, extreme rainfall 
and drought) are likely be independent events. Despite this, these groups are 
not strictly disconnected. For example, earthquakes can induce landslides 
which in turn may cause debris flows or dam rivers, leading to breakout floods. 
These interactions can be accounted for by using the simulation of the hydro-
meteorological group with an earthquakes ground motion as input. Similarly, 
droughts are very much related to long-term hydrology and rainfall records, 
and their influence in wildfires can lead to a higher susceptibility to debris flows. 
For this reason, the full hydrometeorological hazard group might be an 
effective final candidate for multi-hazard integration.  
Currently available modelling techniques typically combine only several 
hazardous processes. In the sections above we have presented a detailed 
motivation for moving towards fully integrated physically-based multi-hazard 
modelling of, for example, the hydrometeorological hazard group. In this work, 
some significant steps in this direction are carried out. 

1.5 Problem Statement 
As stated above, integrated multi-hazard modelling can enhance 
understanding and accuracy for Hazard and Risk assessment. This in turn 
benefits decision making for DRR. Several key building blocks for multi-hazard 
modelling are already present within the literature. In particular, many aspects 
of hydrometeorological surface hazard are well understood on an individual 
level. Therefore, this group of hazardous processes will be the focus of this 
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work. Despite the recent progress in this field, several fundamental issues 
impede the potential for fully integrated multi-hazard modelling. The common 
problem is insufficient integration between individual methods and techniques 
and thus a lack of fully integrated simulation tools for multi-hazard events. The 
creation of an integrated methodology that incorporates several hazard-
specific techniques faces several additional issues, which will be addressed 
throughout this work. These issues can be divided into five primary categories: 
i) Spatial Integration ii) Process Integration iii) Feedbacks iv) Self-evolving 
dynamics v) Parameterization. 
 
I. Spatial Integration 

In order to allow individual hazardous processes to interact with others, 
the full spatial domain of all relevant hazards must be incorporated 
(Kappes et al., 2012). For hydrometeorological surface hazards, the 
catchment designates a suitable isolated subset of space where multi-
hazard interactions will not exceed the boundaries (van Beek, 2002). 
Current modelling approaches only integrate floods or debris flow 
simulations with catchment-scale processes in a simplified manner 
(Baum et al., 2002; Bravo et al., 2011). To provide a fully integrated 
multi-hazard methodology, a fully spatially-distributed approach must 
be developed. Additionally, other processes such as slope failures and 
landslides must be integrated. 

II. Process Integration 
Once the catchment-scale spatial domain is realized, numerous relevant 
processes that act within this domain must be implemented to provide a 
full multi-hazard methodology. Current techniques are generally limited 
to one or several hazardous processes. Examples are hydrology and 
erosion (Delft-Hydraulics, 2006), floods and hydrology (Bravo et al., 
2011) or debris flows (Christen et al., 2010). Integration of erosion, 
floods, slope failures and mass movements could provide a stronger 
foundation for simulation of multi-hazard events (van Beek., 2002; Chen 
& Zhang, 2015; Mergili et al., 2017; Fan et al., 2017). 

III. Feedbacks 
For the various processes and interactions that might arise in a 
catchment, feedback processes become relevant. Feedbacks are 
circulary dependent, sometimes voletile types of interacting process 
chains. Examples are erosive processes such as entrainment. 
Entrainment alter the consistency and momentum of the flow, which in 
turn alters erosive processes (van Asch et al., 2016). While feedbacks 
are implemented in various physically-based modelling tools, they 
provide a challenge for the stability of multi-hazard methods (Delft‐
Hydraulics, 2006; Zhen & Chang, 2015). 

IV. Self‐evolving dynamics 
For accurate hazard assessment, it is important to correctly predict flow 
types and properties. Due to multi-process interactions and feedbacks, 
hazardous processes can show self-altering or evolving behavior 
(Pudasaini, 2012; Iverson & George, 2014). For example, landslides can 
fragment, or dilute while interacting with terrain or other flow bodies 
(Dufresne et al., 2018). As a result, the landslide can evolve into 
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rockfalls, debris flows or other types of mass movements. Such types of 
behavior have been implemented in models using two-phase generalized 
flow equations (Chen & Zhang, 2015; Mergili et al., 2017). However, the 
self-evolving dynamics have not been linked with multi-hazard 
interactions or catchment-scale processes. Additionally, no depth-
averaged mass movement models implement runout of arbitrarily 
structures material and fragmentation. 

V. Parameterization 
Finally, the additional complexities arising from capturing multiple 
hazardous processes and interactions in a single methodology can 
increase the number of parameters required. This can degrade 
applicability and increase uncertainty in the ouput of a model (Berbic et 
al., 2016). Quantification of such uncertainties is required to be able to 
provide appropriate interpretation of model outcomes (Haynes et al., 
2007; Hagemeier-Klose & Wagner, 2009). 

1.6 Research Questions  
The general objective of this thesis is to develop an integrated physically-based 
modelling method that includes key hazardous processes from the hydro-
meteorological hazard group. The development of this method will be done by 
continuously validated extension of a regional, event-based modelling tool for 
hydrology, runoff and erosion. Within this thesis, we present the development 
by means of answering successive research questions related to the problems 
stated in the section above. Each research question attempts to answer part 
of the problems that have been identified. 

I. How do flood approximations influence flood model accuracy and 
efficiency when integrated into spatially distributed hydrology? 

II. What is the most effective approach to linking real-time simulation of 
hydrology with slope failure volume prediction? 

III. To what extent can strong coupling of multi-phase generalized mass 
movement equations with catchment-scale hydrology and slope failure 
improve modelling of cascading hazard chains? 

IV. To what extent does shear-stress based entrainment of basal material 
provide a foundation for simulating runoff-induced mass movements? 

V. How can regional-scale simulation of mass movements with arbitrary 
cohesive structure be achieved? 

VI. How do the epistemic uncertainties in the developed multi-hazard 
model influence the usability of model outcomes for hazard 
assessment? 

We do not endeavor the creation of an integrated physically-based multi-
hazard model without using a solid starting point. In this work, the existing 
OpenLISEM model is extended (Jetten and de Roo, 2001). This open-source 
tool aims at catchment-scale simulation of hydrology and erosion. An overview 
of the methods implemented in the hydrology of the OpenLISEM model are 
provided in Appendix A, as these have significant influence on the behavior of 
any additional processes that are added in later chapters. 
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1.7 Structure of the Thesis 
The chapters of the thesis follow generally the sub-objectives as provided in 
the previous section.  
Chapters 2 describes the integration of (flash) flood equations in a spatially 
distributed hydrological model. Here, focus lies both on the integration of a 
hazard, and additionally on the spatial distributed nature of the integration.  
Chapters 3 to 6 focus on further extensions to the model by integration of 
additional hazardous processes. Similar to chapter 2, calibration and validation 
is generally presented using a variety of study sites and events that show the 
accuracy of the integrated process. 
Chapter 7 aims to improve the numerical efficiency of the designed tool by 
implemented a numerical scheme named local time stepping, which can speed 
up simulations when local complexities require detailed numerical integration.  
Chapter 8 aims to assess the usability of the developed model in hazard 
assessment, as would be required for implementation in hazard and risk 
assessment. It does so by exploring real and design events using both the 
actual landscape, and a potential landscape including mitigation measures.  
Finally, chapter 9 summarizes the research and aims to answer some of the 
initial questions posed here. In particular, how far has the development of 
multi-hazard tools progressed in their usability in hazard and risk assessment 
and which additional issues need to be addressed to justify their 
implementation.  
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2 Flow Approximations for Hydrology-
Integrated Flood Simulations 

This chapter is reproduced as published in Bout & Jetten (2018) with minor 
modifications. 

2.1 Introduction 
Both due to climate change and population growth, global risk for fluvial floods 
has been found to increase (Kron et al., 1999; IPCC, 2012; Hirabayashi et al., 
2013). Different processes can lead to flooding in an area, and based on the 
perception of the dominant process, different types of floods are recognized in 
Disaster Risk Management. Flash floods are characterized by both the spatial 
and temporal scales in which they take place. They often take place in or close 
to upstream runoff generating areas and are characterized by rapid release of 
water from a catchment. This type of flood event often takes place within a 
few hours of the rainfall event and often lasting less than a day. The dynamics 
of a flash flood are closely related to the dynamics of the rainfall event. The 
dynamics of floods that are generated by an overflowing river channel vary 
according to the spatial and temporal scales of the catchment. When the 
dynamics of the flood depend less on the rainfall characteristics and more on 
the characteristics of the contributing river system (the incoming wave) we 
tend to term these slower and long lasting floods as ‘fluvial floods’. Other 
mechanisms of flooding are a rise of groundwater above the surface, and poor 
drainage in flat areas with excessive rainfall. While physically similar, it makes 
sense to recognize and define different flood types from a disaster risk 
reduction perspective, as people have developed a sense of the associated 
problems, the timing needed for early warning, and a certain impact with these 
different flood types. In this analysis, we focus on flash flood events, which 
cause substantial damage in various regions around the world (Munich Re, 
2005; Schiermeier, 2006). Thus, research into understanding of the 
hydrological processes that precede (flash) flood events and analyzing best 
ways of simulating flow dynamics is of key importance.  
Spatial numerical modelling is commonly used to investigate both flash floods 
and the preceding hydrological processes. Within numerical models, flow 
approximations are widely used to provide appropriate and efficient simulation 
of water flow (Chow, 1964; Tsai, 2003). Water flow on the surface can be 
simulated by solving a mass and momentum balance, using gravity, pressure 
differences and momentum. Under different environmental conditions, 
pressure differences and/or inertial momentum are not included in numerical 
solutions for flow. In practice, two types of model systems are used for flood 
modeling: a) decoupled systems, in which the source areas are separated from 
the flooded areas; and b) integrated catchment models. The decoupled model 
systems have essentially two models, one that generates an incoming 
discharge wave and one that simulates the flood process from this incoming 
discharge. The advantage is that both model systems can be separate, with 
different principles, scales and resolutions. Upstream models divide space in 
regular gridcells or polygons representing landscape elements, and even entire 
subcatchments that generate runoff which is collected in a stream network to 
create a discharge wave. Downstream flood models can adopt a gridcell size 
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optimal for flood modelling. The disadvantage is the assumption that there are 
a few clearly defined inflow points (which is not always the case). Examples of 
this type of models are Hec-HMS (Scharffenberg & Fleming, 2006), Hec-Ras 
(Brunner, 2010), TuFlow (BMT WBM, 2010) and Mike-She (Prucha et al., 
2016). The second type of models are integrated catchment models, that 
simulate the complete hydrology and flow, generating runoff, leading to 
discharge and then to flooding. The advantages are that there are no entry 
points but instead open boundaries where runoff can lead directly to flooding, 
the disadvantages are that there is generally one spatial resolution for the 
entire domain, and computationally these models can be less efficient.  
While integrated catchment models require more computation, depending on 
the event they can be required for accurate simulations. In many situations, 
flash floods cannot be simulated with a decoupled model system. Often a flash 
flood is not strictly related to an overflowing channel, as they occur in 
accentuated terrain. Sloping areas are prone to overland flow that adds directly 
to the flood water, especially in hilly urban areas where impermeable surfaces 
dominate. Flash floods are often a combination of an overflowing channel, 
overland flow and even direct rainfall. Also, rapid changes in water height and 
fluxes may occur over short distances which need robust numerical solutions 
to cope with. Examples of integrated catchment models are FLO-2D (O’brien, 
2007) and TREX (Velleux, England & Julien, 2008). Both these models however 
use simplified equations to describe flow behavior. Recent approaches to 
integrated flood simulations in a catchment model use hybrid modelling. Bellos 
and Tsakiris (2015) combined the FLO-R2D model (Tsakiris & Bellos, 2014) 
and unit hydrograph theory. Nguyen et al. (2016) developed the HiResFlood-
UCI model, which uses the output from a lumped rainfall-runoff model for their 
flood simulation. However, both methods use clumped runoff, and have limited 
interactions between flood water and other hydrological processes such as 
rainfall and infiltration. While both these approaches thus provide improvement 
over traditional methods, a fully integrated approach to simulate floods in a 
catchment model could improve understanding of the processes that lead to 
floods. 
In the majority of models that include hydrology and flow routing, three ways 
of routing are used to simulate surface and channel flow. The kinematic flow 
approximation, which simplifies water flow by neglecting pressure and inertial 
momentum, gained popularity in the early years of numerical modelling for its 
computationally efficient and robust estimations of flow patterns. Kinematic 
wave solutions use a predefined converging flow network that connects the 
spatial elements (e.g. through the steepest slope) and the channel system. 
This means that there is always connectivity between the spatial elements, the 
flow does not have to fill up small storages before it can continue. The only 
way to influence the timing of the flow is by the surface friction parameters. 
Models such as SWAT (Arnold et al., 1998), and Trex (Velleux, England & 
Julien, 2008) use clumped and spatially routed kinematic flow respectively. The 
diffusive flow approximation implements pressure in the momentum equations. 
Using this method, models such as LISFLOOD (Van Der Knijff et al., 2010) 
approximate flood behavior. For detailed spatial modelling of flood behavior, 
the Saint-Venant equations (dynamic wave) for shallow flow are commonly 
used. This approximation, which requires more computation, is used by models 
such as CCHE2D, CH3D (Wu, 2011), Hec-Ras (Brunner, 2010), TuFlow (Syme, 
2001) and Delft 2D (Deltares Hydraulics, 1999). Both the diffusive wave and 
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dynamic wave use the DEM directly and water pressure differences between 
spatial elements and momentum allow the flow to converge and diverge. 
Connectivity is not pre-defined, local storages can exist and need to fill before 
the flow continues.  
While the implementation of flow approximations improves efficiency, both the 
spatial and temporal scale of the simulation determine the validity of the 
approximation. The validity then limits the possible application of models to 
the temporal and spatial scales of flash floods (Tsai, 2003). In practice this is 
largely ignored: the availability of high-resolution data has increased strongly 
in the past decades (with for instance LIDAR derived digital terrain models). 
The general tendency in thinking is that a higher resolution offers greater 
accuracy, but it ignores the validity of flow approximations. Furthermore, 
during flash flood events, high water heights, flow velocities, and small spatial 
resolutions influence the validity of kinematic and diffusive flow further. 
Therefore, a detailed investigation into the influence of flow approximations on 
flash flood modelling is required. 
The objective of this paper is to investigate the influence of spatial resolution 
on the validity of the kinematic, diffusive and dynamic flow approximations for 
use in integrated flood modelling. This investigation is separated into two parts. 
First, the behavior of these flow approximations for spatial runoff modelling is 
investigated for several spatial resolutions. Secondly, the flow approximations 
are coupled with channel flooding, and the influence of flow approximations on 
the flood simulation is investigated. Study catchments from China (Hessel et 
al, 2003) and Spain (Baardmans et al., 2013) are used with a spatial resolution 
of 10 and 20 m to investigate runoff behavior. For flooding, calibration is 
performed on 20, 40 and 80 m spatial resolution from the Italian alps (Borga 
et al., 2003). Calibration is performed on discharge data for those catchments. 
The open source Limburg Soil Erosion Model (OpenLISEM) (Jetten, 2002; 
Starkloff et al., 2014; Hu et al., 2015) is to perform the simulations. Kinematic, 
diffusive and dynamic flow are implemented for overland and channel flow 
dynamics. In order to simulate flooding in a catchment environment, dynamic 
wave channel flooding is included in all three combinations. For each 
combination, flow types are fully linked with both each other and other 
hydrological processes (explained below).  

2.2 Theory 
For the simulation of overland and channel flow, three commonly used 
approximations for water flow have been implemented: Kinematic flow, 
diffusive flow and Saint-Venant flow. For the simulation of channel flooding, 
Saint-Venant flow is used. In this section, the derivation and required 
assumptions for these flow approximations are described. 
In order to describe continuity of any substance with advection, the mass 
balance equation is the basis (equation 2.1). 

2. 1
∂h
∂t

 
∂ሺhuxሻ

∂x
 

∂൫huy൯

∂y
ൌ  R െ I  

Where h is the flow height (𝑚), u is the flow velocity (𝑚 𝑠ିଵ), R is the 
rainfall (𝑚) and I is the infiltration (𝑚). 
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This equation is valid for all the implemented flow approximations and forms 
the basis for the numerical methods. In the rest of this section, equations that 
describe conservation of momentum for the flow approximations are stated. 

2.2.1 Dynamic Flow 

The momentum balance equations for water flow approximations are typically 
derived from the Navier-Stokes equations for incompressible flow. When this 
set of equations is depth averaged and internal friction forces are neglected, 
the Saint Venant equations result (Barre de Saint-Venant, 1871) (Equations 
2.2 and 2.3). 

2. 2 ∂hu୶
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here g is the gravitational acceleration (𝑚 𝑠ିଶ), S is the bed slope term (െ) and 
S is the bed friction term (െ). 
The friction slope terms, which are the friction forces divided by the water 
height and the gravitational acceleration, can be calculated using the Darcy-
Weisbach friction law (Chow, 1959) (Equations 2.4 and 2.5). 

2. 4 S,୶ ൌ nଶ u୶|uሬ⃗ |

h
  

2. 5 S,୷ ൌ nଶ
u୷|uሬ⃗ |

h
  

Where n is Manning’s n friction coefficient (𝑠 𝑚ି
భ
య). 

2.2.2 Diffusive Flow 

In the diffusive flow approximation, inertial terms are assumed very small 
when compared to other acceleration terms. When the inertial terms are 
neglected, velocity is determined predominantly by hydraulic gradient, friction 
forces and the gravitational force. This assumption leads to a simplified set of 
equations (Equation 2.6 and 2.7) 

2. 6 g ൬
dh

dx
൰ ൌ ൫Sfx

െ Sx൯  

2. 7 g ൬
dh

dy
൰ ൌ ቀSfy

െ Syቁ  

2.2.3 Kinematic Flow 

In the kinematic flow approximation, both inertial acceleration and acceleration 
due to a hydraulic gradient are assumed very small when compared to the 
other acceleration terms. In this assumption, velocity is, at any moment, 
determined by the friction and gravitational force (Equations 2.8 and 2.9). 
2. 8 0 ൌ ൫Sfx

െ Sx൯  
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2. 9 0 ൌ ቀSfy
െ Syቁ  

In this set of equations, the velocity depends directly on a balance between 
gravitational and friction forces and flow always moves in the direction of 
steepest descent. Solving the kinematic flow equations with Manning’s friction 
law leads to Manning’s law for overland flow velocity (Chow, 1959) (Equation 
2.10). 

2. 10 u ൌ R
ଶ
ଷ

√S
n

 

Where 𝑢 is the flow velocity ሺ𝑚 𝑠ିଵ), 𝑅 is the hydraulic radius ሺ𝑚) and 𝑛 is the 
Mannings coefficient of the surface (𝑠 𝑚ି

భ
య). 

2.2.4 Hydrology and Data Layers in OpenLISEM 

The flow methods described in this paper have been used to further the 
development of OpenLISEM, which is open source and freely available. The 
integration of flooding into the model allows the detailed investigation into the 
processes that lead to the flood event. The OpenLISEM model implements 
multiple types of infiltration models such as Smith & Parlange (Smith & 
Parlange, 1978) and the SWATRE full vertical soil water balance model 
(Bastiaanssen et al., 1996). The simulations in this paper use the Green & 
Ampt infiltration model, which assumes a wetting front moving down into the 
soil due to infiltrating rainfall (Green & Ampt, 1911). The resulting potential 
infiltration is subtracted from the available surface water (Equation 2.11). 

2. 11 f୮୭୲ ൌ  െKୱ ൬ψ 
θୱ െ θ୧

F
 1൰  

Where  𝑓௧   is  the  potential  infiltration  rate  (𝑚 𝑠ିଵ), 𝐹  is  the  cumulative 

infiltrated water (𝑚), 𝜃௦  is  the porosity (𝑚ଷ 𝑚ିଷ),𝜃  is  the  initial soil moisture 
content (𝑚ଷ 𝑚ିଷ), 𝜓 is the matric pressure at the wetting front (ℎ ൌ 𝜓  𝑍) (𝑚) 
and 𝐾௦ is the saturated conductivity (𝑚 𝑠ିଵ).  
Input data consists of soil, land surface and terrain properties, and can be 
defined on a sub-cell basis by using fraction maps as input (Figure 2-1). The 
infiltration of water and routing of overland flow are fully coupled and thus 
computed for each numerical timestep. Further details on the underlying 
physical principles of OpenLISEM can be found in Baartman et al. (2012) and 
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Jetten and De Roo (2001). 

 

2.3 Numerical Implementations 
The numerical implementations of flow equations can, if not appropriate, 
influence behavior and validity. A numerical method should be appropriate to 
the assumptions of the equations and provide a stable, accurate and realistic 
simulation. Therefore, separate numerical methods were implemented for the 
flow approximations. The numerical methods that were implemented during 
the development stages of OpenLISEM are presented in this section. 

2.3.1 Saint-Venant Flow - Cell-Boundary Fluxes  

The implemented solution for Saint-Venant flow is based on the FullSWOF2D 
library (Delestre et al., 2014). This library uses a Monotonic Upstream Cell-
Centered (MUSCL) scheme to provide a second order spatial accurate solution. 
This method uses a linear approximates of the flow parameters on the cell 
boundaries in order to calculate the flux at these boundaries (Figure 2-2). The 
estimation of cell interface fluxes furthermore corrects for elevation differences 
based on a hydrostatic reconstruction (Audusse et al., 2004). This results in a 
solution that is both Total Variation Diminishing and preserves a steady state 
at rest. Using the Harten-Lax-van Leer Riemann-solver, shock-wave behavior 
is captured (Harten et al., 1983). Finally, new water heights are calculated 
using the hydrostatic reconstruction. In order to gain second order accuracy in 
time, Heun’s predictor-corrector method is used, which is a 2 step-Runga Kutta 
solver.  

Figure 2-1 The input data for OpenLisem (left), and a simplified 
flowchart (right) 
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Figure 2-2 The MUSCL scheme performs piece-wise linear interpolation 

2.3.2 Diffusive Flow - Bilinear Interpolation 

If inertial acceleration terms are ignored, behavior will become unnatural 
surrounding local depressions in elevation. While Tayfur and Kavas (1994) use 
a cell-boundary based method to solve diffusive and kinematic flow, Liu et al. 
(2004) note that irregularities in the Digital Elevation Model (DEM) cause 
difficulties for such a method. Thus, we implement a distinct advection scheme 
in order to solve diffusive flow. For any cell, the location of the water volume 
is updated by the velocity (Figure 2-3). The water volume is then distributed 
to the cells that surround the new location (Courant et al., 1952).  

 
Figure 2-3 Cell coordinates, discharge and an advected cell. ∆x and ∆y are the 
cell length in the two spatial dimensions 

2.3.3 Kinematic Flow - Flow Network 

A numerical solution for kinematic flow must be coherent with the assumptions 
that lead to the kinematic flow approximations. Pressure forces are ignored 
and flow directions are completely determined by terrain slope. Because of 
this, converging slopes will cause unnatural, oscillating, behavior. To avoid this 
unnatural behavior, kinematic flow is implemented using a pre-defined flow 
direction network (Figure 2-4).  
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Figure 2-4 An example of a local drainage direction file (Karssenberg et al., 2001) 
 
This network must ignore any local depressions to ensure validity of kinematic 
flow. Furthermore, the flow direction network allows for a one-dimensional 
implementation of kinematic flow along the network, strongly increasing 
computational speed. Creation of this network is done using the Open-Source 
freeware Raster GIS PCRASTER (Karssenberg et al., 2001). 

2.3.4 Connecting One and Two-dimensional Flow 

Channel flow can be simulated in one dimension using the same equations as 
for overland flow. Within the model, the channel is assumed to be rectangular, 
with limited flow depth. To calculate the inflow from the land surface into the 
channel, it is assumed that the direction of overland flow, in cells containing 
channels, is perpendicular to the channel direction. The channel is furthermore 
assumed to be located in the middle of the cell. This way, using the channel 
width and flow velocity, the fraction of runoff water that flows into the channel 
can be calculated (Equation 2.12). 

2. 12 fqch ൌ
dt u

0.5 ൫Cxy െ Bc൯
 

Where Bୡ is the channel width at the surface (𝑚ሻ. 
Similar methods have been shown to provide accurate estimations of channel 
inflow (Brandbrook et al., 2004; Yin et al., 2013). Channel overflow 
immediately adds to flooding. If the channel has extra capacity, available 
flooding water is likewise immediately transported into the channel (Figure 2-5) 
 

 
Figure 2-5 Coupling of overland flow, channel flow and flooding. The channel acts as a 
main link between the flow domains. 
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2.3.5 Connecting Overland Flow and Flooding 

Besides channel water, overland flow enters and thus adds to the flood volume. 
When overland flow and channel flooding are not approximating using the 
same method, their interactions cannot be solved based on normal Saint-
Venant flow. In reality, overland flow water must be added to the flood depth 
and an exchange of momentum takes place. For the kinematic and diffusive 
wave, momentum conservation neglects important terms that are present in 
the flood water. Therefore, the process of overland flow mixing with flood water 
is approximated using an empirical relationship (Equation 2.13). 

2. 13 frf ൌ min ቆ1.0,1 െ e
െ

crhf
hr ቇ  

Where f୰ is the fraction of runoff water transferred to the flood water, c୰ is a 
coefficient (-),ℎ the flood depth (m) and ℎ is the overland flow depth (m). 
Here, the ℎ and ℎ are at each moment taken from the local flow properties. 
The coefficient c୰ is, purely based on modelling experience generally taken to 
be 2.0, since flood artifacts disappear at this value. 
Using this approximation, Overland flow water is gradually transferred to the 
flood water while it does not unnaturally affect flood momentum 

2.4 Materials and Methods 
Three study sites are used to investigate the validity of the implemented flow 
approximations. An overview of the topography, saturated conductivity and 
manning’s N for these catchments are shown in figure Figure 2-6, Figure 2-7 
and Figure 2-8. 
The first of these is the Danangou catchment, a rural area in the Loess plateau 
in China, where soil erosion is a major problem due to agriculture on steep 
slopes and the erodibility of loess soil (Hessel et al., 20113). This area was 
previously used by Hessel et al. (2003a, see also Hessel et al., 2003b; Hessel 
& van Asch, 2003 and Hessel & Jetten, 2007) to calibrate and validate a 
previous version of the LISEM model. This 257 ha region is characterized by 
steep slopes (>20°) large eroded gullies. Land use consists predominantly of 
woods, wild grasslands and parts of cropland in the upper regions. For this 
catchment three precipitation events from 20-07-1999, 23-08-1998 and 01-
08-1998 will be used. The events were recorded by three rainfall gauges in the 
area, and rainfall maps based on the nearest station are therefore used as 
input. The rainfall events are typically characterized by shorts burst of intense 
precipitation, with durations around 30 minutes, intensities up to 100 mm/hour 
and high spatial variability. During such events, hydraulic conductivity is a 
limiting factor in the amount of infiltration. Together with measured rainfall 
intensity, discharge after these events is available for every two minutes. More 
details on the events and area are available in Hessel et al. (2003a). The spatial 
resolution of this dataset is 10 meters. The channel network in the area 
consists of small not-channelized streams and gullies that converge near the 
main outlet. For validation and calibration, discharge data is available at a 2 
minute interval. Discharge values have been estimated using water height 
timeseries at a weir and a stage-discharge curve. 
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Figure 2-6 An overview of topography saturated conductivity and Manning’s N for the 
Danangou catchment. 
 
A second catchment in Prado, South-Eastern Spain, will be used. This 50 km2 
semi-arid region experiences between 250 mm and 530 mm of rainfall each 
year. The area has previously been used with LISEM by Baardmans et al. 
(2013, see also Baardmans et al., 2012a; Baardmans et al., 2012b). Land 
cover consists mainly of natural shrubs, forests and dryland farming such as 
cereals. Soil information was obtained by Baardmans et al (2013) using in-situ 
measurements of all parameters required for OpenLISEM. The soil types are 
primarily Calcic Cambisols and Calcaric Fluvisols. Rainfall data is available for 
three rainfall events on 29-09-1997 (top), 09-12-2003 (middle) and 17-10-
2003(bottom) (Baardmans et al., 2012a). The events have a total rainfall of 
19.7, 26.9 and 49 mm respectively, and a duration of around 2 hours. The 
channel network in the area consists of small not-channelized streams and 
gullies that converge near the main outlet. Discharge data has been gathered 
at the outlet of the described catchment at a 5 minute interval. Discharge 
values have been estimated using water height timeseries at a weir and a 
stage-discharge curve. The spatial resolution of this dataset is 20 meters.  
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Figure 2-7 An overview of topography saturated conductivity and Manning’s N for the 
Prado catchment. 
 
The third catchment is a 164.5 km2 region along the northern Italian Alps that 
has been investigated by Chen et al. (2014). Land use in the region consists 
mainly of multiple types of forest and heathland in the upslope areas, and small 
build-up regions in the lower. Rainfall data is available for an intense 
precipitation event on the 29th of august 2003, which took place after several 
weeks of droughts and had a return period between 200 to 500 years (Norbiato 
et al., 2007). Peak rainfall intensity reached 81 mm/h during an hour at 
Pontebba, located at the outlet of the selected catchment. Here, total 
precipitation for the event of 389 mm. For a detailed description of the 
precipitation event on the 29th of august 2003 and the methodology in 
estimating the rainfall intensities, see Borga et al. (2007). Multiple upslope 
branches of tributaries of the Fella River experienced flash flooding at small 
drainage areas (Borga et al., 2007; Nikolopolous et al, 2013). Besides flooding, 
the area experienced severe geomorphic impacts during the event, which 
might have influenced the flow dynamics (Marchi et al., 2009). The river 
network in the area consists of many non-channelized steep side branches, 
leading to the fella river. The main river branch has a wide base (>25 meters) 
and features culverts near the local highway. The outlet discharge data for this 
event is based on a stage-discharge relationship, and is available for every half 
hour. The location of this outlet is the Fella river at Pontebba (Borga et al., 
2007). During a post-event survey, peak discharge estimates were determined 
for one additional location in the catchment: Uqua at Ugovizza (Borga et al., 
2007). The dataset for this catchment was made as part of the IncREO project 
(Increasing Resilience through Earth Observation-IncREO). An elevation model 
and land use map were made available from the project. The alpine area 
features steep slopes and the majority of the area is covered by coniferous 
forest. Soil information was collected from the ISRIC database, Wageningen (Hengel 
et al., 2017) and literature data from Saxton and Rawls (2006). The majority 
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of the area has loam-like soil characteristics. The vegetation index was derived 
from spot-4 satellite images. The available spatial resolutions are 20, 40 and 
80 meters.  
 

 
Figure 2-8 An overview of topography saturated conductivity and Manning’s N for the 
Fella catchment. 

2.4.1 Simulated Scenarios 

To investigate the performance of the described flow approximations, several 
are used to simulate identical scenarios on the Danangou and Prado 
catchments. The used flow approximations are: kinematic, diffusive and 
dynamic flow for overland flow and respectively kinematic, kinematic and 
dynamic flow for channel flow. Based on the best calibrated simulation, 
performance of the flow approximation will be analyzed. Furthermore, spatial 
patterns in flow height are used to see how the flow approximations and 
processes such as infiltration influence each other.  
To investigate the performance of the flow approximations in flash flood 
modelling, the Fella basin is simulated using all combinations of flow 
approximations. This includes kinematic, diffusive and dynamic overland flow. 
These types of overland are combined with respectively kinematic, kinematic 
and dynamic flow for the channels. Finally, these flow approximations are 
combined with dynamic channel flooding, leading to a total of 5 combinations 
of flow approximations. To investigate the influence of spatial resolution on the 
performance of these flash flood simulations, spatial flood depth is analyzed 
for the distinct flow approximations and spatial resolutions. 

2.4.2 OpenLISEM Input Data 

The input data of OpenLisem can be separated into three categories. Firstly, a 
catchment description has to be provided in the form of spatial rasters. The 
provided catchment data was already available in the correct raster format. 
Preparation of the dataset was performed using the PCRaster open-source GIS 
package (Karssenberg et al., 2010). For both the Danangou and Prado 
catchment, maps of soil and land cover parameters were available. In the case 
of the fella river basin, the original dataset has a spatial resolution 20 meters. 
Using PCRaster, this dataset was resampled to 40 and 80 meters resolution. 
On the resampled elevation models, a simple pit filling algorithm was used to 
restore flow pathways. Secondly, boundary conditions have to be provided to 
complete the description of the event. Time series of catchment-averaged 
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rainfall intensity were available as text tables for the Prado and Fella 
Catchments. These were used as input in OpenLISEM. From these tables, 
spatially homogeneous rainfall over the catchment area was assumed. A list of 
four rainfall stations combined with station locations were available for the 
Danangou catchment. Based on these rainfall stations, spatial maps of rainfall 
intensity were made that assigned every cell the rainfall intensity of the closest 
rainfall station. These were then used as input for OpenLISEM to provide spatial 
rainfall during the simulation. Outflow boundary conditions were set to allow 
outflow at any point. No inflow besides rainfall was specified for the 
simulations. Finally, the OpenLISEM simulation parameters are required. A 
table of these parameters for the described datasets is shown in Table 2-1. 
 
Table 2-1 Input simulation parameters for the OpenLISEM simulations 
 Danangou Prado Fella 
Timestep (s) 10 10 60 
Min Timestep  0.5 0.5 0.5 
Courant Factor (-) 0.2 0.2 0.2 
Simulation duration (m) 1000 1000 2000 
Runoff to flood 
Coefficient (-) 

2.0 2.0 2.0 

Canopy Openess factor (-
) 

0.450 0.450 0.450 

Spatial resolution 10m 
200x200 

20m 583x380 20m 
881x1196 

2.4.3 Calibration 

For all the described study sites, the simulations are calibrated to discharge 
data. Discharge data was available with a 10 minute resolution for the Prado 
catchment, a 30 minute resolution for the Fella catchment and a 15 minute 
resolution for the Danangou catchment. While several measurements were 
removed for several reasons, the available data provided enough certainty in 
the calibration process. To calibrate the simulations, the saturated 
conductivity, Manning’s coefficient and initial soil moisture content is varied. 
These parameters have been found to have the highest influence on simulation 
behavior (Hessel et al., 2007). The values for these parameters are kept 
between 50 and 200 % of their original values in order to maintain a physically 
meaningful simulation.  
The Nash-Sutcliffe model efficiency coefficient is used as the measure of 
performance (Equation 2.14), where 1 indicates perfect correlation and 
increasing negative value a decreasing correlation. 

2. 14 E ൌ 1 െ 
ሺQ୭

୲ െ Q୫
୲ ሻଶ 

ሺQ୭
୲ െ Q୭തതതതሻଶ   

Where, E is the Nash-Sutcliffe model efficiency coefficient, 𝑄
௧  is the observed 

discharge at time t ሺ𝑚ଷ𝑠ିଵሻ, 𝑄
௧  is the modelled discharge at time t ሺ𝑚ଷ𝑠ିଵሻ and 

𝑄തതതത is the average observed discharge ሺ𝑚ଷ𝑠ିଵሻ. 
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2.5 Results and Discussion 

2.5.1 Danangou and Prado Catchments 

Both measured and simulated discharge for the Danangou and Prado 
catchment are shown in Figure 2-9 and Figure 2-10. Calibrated simulations for 
the kinematic, diffusive and Saint-Venant flow approximations are provided. 
Calibration parameters had to be altered from the original values used by 
Hessel et al. (2007) due to the usage of different model efficiency functions. 
The values of the Nash-Sutcliffe correlation coefficients and average calibration 
parameters for each are provided in Error! Reference source not found. 
and Error! Reference source not found. . 
 
Table 2-2 Nash-Sutcliffe coefficients and calibration parameters for the simulated rainfall 
events for the catchment in the Chinese Loess Plateau. Calibration parameters are 
relative to base dataset value. 

Nash-Sutcliffe 
Coefficients 

01-08-1998 20-07-
1999 

23-08-1998 

Kinematic Flow -0.71 0.61 0.12 
Diffusive Flow -0.22 0.78 0.89 
Saint-Venant Flow  0.58 0.81 0.88 
    
Average Calibration 
Parameters 

Kinematic Diffusive Dynamic 

Mannings N 1.86 1.09 0.87 
Saturated 
Conductivity 

1.67 0.68 0.74 

Initial Moisture 1.49 0.93 0.86 
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Figure 2-9 Calibration results from different flow approximations for the catchment in 
the Loess Plateau. Rainfall events from 01-08-1998 (top), 20-07-1999 (middle) and 23-
08-1998 (bottom). 
 
Table 2-3 Nash-Sutcliffe coefficients and calibration parameters for the simulated 
rainfall events for the Prado catchment. Calibration parameters are relative to base 
dataset value. 

Nash-Sutcliffe 
Coefficients 

29-09-1997 09-12-
2003 

17-10-2003 

Kinematic Flow 0.242 0.613 0.793 
Diffusive Flow 0.302 0.770 0.845 
Dynamic Flow 0.519 0.891 0.875 
    
Average Calibration 
Parameters 

Kinematic Diffusive Dynamic 

Mannings N 1.44 0.78 0.72 
Saturated Conductivity 1.25 0.87 0.93 
Initial Moisture 1.28 0.91 0.94 
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Figure 2-10 Calibration results from different flow approximations for the Prado 
Catchment. Rainfall events from 29-09-1997 (top), 09-12-2003 (middle) and 17-10-
2003(bottom). 

2.5.2 Connectivity of Overland Flow 

The simulation results for the Danangou catchment show significant differences 
in performance for the various flow approximations. The time of peak discharge 
is simulated with substantially higher accuracy by diffusive and Saint-Venant 
flow. Both the timing and general shape of the simulated hydrographs lead to 
substantially higher correlation coefficients for the diffusive and Saint-Venant 
flow when compared to kinematic flow.  
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Hessel et al. (2003) concluded that, for this catchment, the timing of the 
discharge peak was especially difficult to predict. The authors mentioned that 
inaccuracy of the digital elevation could have led to steeper slopes. This would 
have increased average overland flow velocity. However, comparison with 
dynamic and diffusive wave simulations showed that flow velocities have been 
increased by the inherent properties of the kinematic flow approximation. 
Where diffusive and Saint-Venant flow spread due to pressure forces, 
kinematic flow concentrates to the width of a single cell. When the spatial 
resolution is high, this leads to unrealistically high water heights. Because of 
this increase in flow height, flow velocity increases. This effect is furthermore 
strengthened by the fact that the routing network ignores local depressions. In 
Figure 2-11, maximum flow depth for the July rainfall event are shown. While 
kinematic flow forces a direct path through any rough terrain, diffusive and 
dynamic flow are partly blocked and re-routed. Both of these effects increase 
the average flow velocity of kinematic flow and cause the approximation to 
over-estimate connectivity in the catchment. The results of this over-
estimation can be seen in the form of the early peak discharge time for the 
kinematic flow simulations. Therefore, the kinematic flow approximation, 
instead of the digital elevation model, was the dominant reason for the 
inaccuracy. The influence of flow approximations on average flow velocities is 
furthermore visible in the final calibration parameters, where manning’s’ N, the 
frictional coefficient, is significantly lower for kinematic flow. This indicates that 
during calibration, the flow had to be artificially slowed down to gain accuracy. 
 

 
Figure 2-11 Maximum simulated overland flow depth in the Danangou catchment for the 
20-07-1999 rainfall event. 
 
The simulation results for the Prado catchment show significant differences in 
performance for the distinct flow approximations. All three flow approximations 
provided satisfactory results in calibration for the three rainfall events. 
Dynamic overland flow performed best in recreating the shape of measured 
hydrographs. Both diffusive and dynamic flow showed an increase in accuracy 
when compared to the kinematic flow approximation.  
Figure 2-12 shows the simulated spatial patterns of overland flow for the July 
rainfall event in the Prado catchment. A predominant difference in these 
patterns is the concentration of flow. Compared to the dynamic flow, which 
performed best in calibration, kinematic and diffusive flow respectively over-
estimate and under-estimate flow concentration. This is evident from the 
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mathematical and numerical descriptions of their behavior. Kinematic flow 
forces flow through the width of a single cell, artificially concentrating flow. 
Diffusive flow adds pressure terms, which act as a diffusive force, and neglects 
other forces, causing an overestimation of flow diffusion. A second difference 
between the flow approximations is caused by differences in infiltration. On 
locations where flow concentrates, infiltration is limited by the infiltration 
capacity and the active surface for infiltration. Flow concentration strongly 
influences the available surface area for infiltration. In the north of the Prado 
catchment, runoff is generated that flows South through an area of high 
infiltration. Kinematic flow concentrates and limits the active surface area of 
infiltration, thus flowing through areas with high infiltration capacity quicker. 
The diffusive and dynamic flow are predominantly infiltrated due to their more 
diffusive flow. Within the final calibration parameters, the same effect is visible. 
Due to the larger amount of infiltration with diffusive flow, the calibration lead 
to lower values for the saturated conductivity, which increases final discharge. 
 

 
Figure 2-12 Overland flow depth for the northern part of the Prado catchment at identical 
times in the simulation for the 17-10-2003 rainfall event. 
 
Based on the results of both the Danangou and Prado catchment, kinematic 
flow is highly accurate and efficient in the correct setting. When flow heights 
relative to spatial resolution is low, velocity and flow diffusion are correctly 
estimated. Mathematical analysis for the use of flow approximations such as 
those by Vieira (1982) can be used to support the use of flow approximation. 
A crucial difference in behavior is however caused by spatial modelling. In the 
case of spatial flow modelling, concentration of flow can quickly change flow 
properties. Due to several effects, hydrological connectivity can be 
substantially over-estimated by kinematic flow. Furthermore, because the 
routing scheme for kinematic flow is bound by cell size, errors increase with 
increasing spatial resolution. Therefore, in the case of spatial modelling, the 
ratio of catchment size versus cell size plays an important role in the 
applicability of the kinematic flow approximation. 

2.5.3 Validation with Flooding 

Simulated and measured discharge for the 2003 Fella-Basin flood event are 
shown in Figure 2-13. Simulations using kinematic, diffusive and Saint-Venant 
approximations both with and without Saint-Venant based channel flooding 
have been calibrated and are provided. The Nash-Sutcliffe correlation 
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coefficient for the discharge simulations of the Fella-Basin flood event are 
provided in Error! Reference source not found..  
 
Table 2-4 The Nash-Sutcliffe correlation coefficients for the simulations of the 2003 
Fella-Basin flood event. 

Simulation 
Method 

Nash-Sutcliffe 
Correlation 
Coefficient 

Simulation Time 
(Minutes) 

20m. resolution 

Mass 
Balance 

Error 
(%) 

Kinematic 0.42 108 7.4e-12 
Kinematic & SV 0.76 432 1.3e-3 

Diffusive 0.65 389 7.6e-12 
Diffusive & SV 0.93 532 2.5e-11 
Saint Venant 0.91 621 8.7e-2 

 

 
Figure 2-13 Measured and simulated discharge for the 2003 Fella-Basin flood event. 
 
Table 2-5 Comparison of estimated peak discharges and simulated peak discharges in 
the fella basin. 
Outlet 
Point 

Estimated 
Peak 
Discharge 
(𝑚ଷ𝑠ିଵ) 

Kinematic Kinematic 
& SV 

Diffusive Diffusive 
& SV 

Saint 
Venant 

Uqua at 
Ugovizza 

200 325 292 245 231 182 

Fella at 
Pontebba 

680 692 673 677 678 697 
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2.5.4 Flood Behavior 

In the case of the 2003 flood event in the Fella river basin, the gradual decline 
in measured discharge after the event confirms the reports of flooding. The 
decrease in flow height and slope outside of the channel causes a gradual 
return of flood water into the channel. Flood depth maps for the coupled 
Kinematic, diffusive and Saint-Venant simulations with channel flooding are 
provided in Figure 2-14. For three representative locations, flood depth time 
series for the same simulations are shown in Figure 2-15. 
 

 
Figure 2-14 Flood depth maps for the 2003 Fella-Basin flood event. Use flow 
approximations are: Diffusive flow and Saint-Venant channel flooding (left) and Saint-
Venant flow (right). Parameters are taken from the calibrated 20m model. 
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Figure 2-15 Flood depth trends for the calibrated settings with Dynamic Wave flooding 
in three locations in the fella area. 
 
The difficulty in recreating the hydrograph differed for the distinct flow 
approximations. Without channel flooding, kinematic and diffusive flow were 
not able to provide an accurate recreation of the measured hydrograph. The 
kinematic flow approximation completely neglects the flooding behavior. The 
diffusive flow approximation strongly underestimates flow velocities at the 
incline of the hydrograph. This leads to a late increase in discharge. The cause 
of the underestimated velocities can be found in the over-estimation of the 
spread of the water flow. This is due to the presence of pressure term but lack 
of inertia related acceleration. The inertia-related acceleration terms would 
increase flow concentration in sharp incised channels.  
When the kinematic flow approximation is combined with Saint-Venant based 
channel flooding, accuracy increases substantially. However, channel flooding 
only slightly increases accuracy in the tail of the hydrograph. The combination 
of diffusive flow with Saint-Venant channel flooding and a full Saint-Venant 
approximation show accurate recreation of the 2003 Fella-basin flood-
hydrograph. The main reason for this is shown in figure 7. The flooding during 
the simulation with kinematic flow is mainly present near the main channel. 
When this flood water re-enters the channel, it can quickly leave the area. For 
the diffusive and Saint-Venant flow, flooding takes place substantially more in 
the upstream areas. Because of this, water takes a longer time to reach the 
outlet once it re-enters the channel. Thus, while addition of channel-based 
flooding improved calibration accuracy for kinematic flow, this method has 
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limited predictive power when compared to diffusive and dynamic overland 
flow. For these flow approximations, flooding behavior can take place at any 
location, allowing a greater degree of accuracy in the simulations. 
While dynamic and diffusive flow outperform kinematic flow when using a 
spatial resolution of 20 meters, difficulties arise in the case of 40 and 80 
meters. For both 40 and 80 meters resolution, the coarser resolution creates 
local depressions in the digital elevation model. The routing network that is 
used for kinematic flow neglects these local depressions, while diffusive and 
saint Venant flow first fill these, leading to spurious flooded cells. Correction to 
the elevation model could be made to increase connectivity for diffusive and 
dynamic flow. However, such corrections are a difficult process and can 
substantially alter slopes on a complex topography. Another disadvantage of 
diffusive and dynamic flow on coarse resolutions, is that flow spread is 
generally over-estimated when pressure terms are included. When spatial 
resolution is coarse, flow spread should not be wider than a single cell. 
However, due to pressure terms, diffusive and dynamic flow generally use two 
or more cells.  
However, despite the inaccurate flooding of local depressions, both flooding 
extent and flooding depth are substantially more consistent with the results of 
the 20-meter simulation in the case of diffusive or dynamic flow. For kinematic 
flow, it is visible that a decrease in spatial resolution causes the flooding to 
take place increasingly upstream. This can be explained by the strong over-
estimation of connectivity in the Fella-basin. Because of terrain with high 
spatial variability, flow velocities are lower when details are included. On 
coarser resolution, kinematic flow ignores an increasing amount of details in 
the topography, increasing the over-estimation of connectivity and flow 
velocity. This would cause the runoff to arrive at the channel earlier, causing 
flooding in increasingly upstream areas.  
Summarizing: in the performed simulations, due to the strong over-estimation 
of connectivity on both higher and lower spatial resolutions, the usage of a 
kinematic flow approximation could not accurately recreate flow behavior. 
Thus, both the calibration performance, and the consistency of flood extent 
and volume for varying spatial resolution are substantially higher in the case 
of diffusive and dynamic flow.  
The influence of spatial resolution on flood connectivity has been described 
earlier by Haile & Rientjes (2005). In their case, re-sampling of flood-plain 
elevation influenced the hydraulic connectivity, and thus the simulated flood 
extent. They conclude that, especially in terrain with high spatial variability, 
important details in elevation are lost in coarser resolutions. When simulating 
flooding within a catchment model, that includes rough upstream topography, 
the effect of spatial resolution on flow connectivity should therefore be of even 
higher importance. The manner in which flow approximations are influenced 
by the topography has been recognized previously (Kazezyilmaz-Alhan & 
Medina, 2007). In their simulations, steeper slopes (> 0.11 degrees) show 
higher accuracy in using kinematic and diffusive wave approximations in a one-
dimensional setting. In our two-dimensional simulations, similar effect are 
visible. Steep slopes tend to provide larger gravitational acceleration. 
Therefore, inertial and primarily pressure forces, which are ignored by the 
kinematic flow approximation, lose relative magnitude when compared to the 
gravitational forces. The slope values for the described catchments are shown 
in figure 16. Particularly the Danandau catchment, which features steep slopes, 



 

37 

and . While the catchment edges in the fella basin feature very steep slopes 
(> 40 degrees), the central river area is very flat, leading to inaccurate 
behavior of kinematic flow. Finally, the Prado catchment features mostly gentle 
slopes (< 5 degrees). As expected, performance differences between flow 
approximations are less noticeable when compared to the other catchments. 

 
Figure 2-16 Slope values for all described catchments: Danandau (left), Fella (middle), 
Prado (right). 
 
A final consideration in the performance of the flow approximations in flash 
flood modelling is mass conservation. Typically, numerical flow computations 
loss or gain water outside of the normal water balance when computational 
errors are made. An overview of the water balance errors in the fella flash flood 
simulations are shown in table 5. Within the implementation of the kinematic 
and diffusive flow, numerical errors are strictly limited to machine precision 
rounding errors, since the flow advection is implemented in a strictly mass-
conserving manner. For dynamic flow, this is not the case, and mass balance 
errors increase during the simulations. The total amount of water lost in the 
full dynamic flow simulation is 8.7e-2. Due to the insignificant amounts of 
water lost during the simulation, there is no relationship with the quality of the 
simulation. 

2.5.5 Sensitivity Analysis 

Results from a sensitivity analysis are shown in Figure 2-17. Calibrated 
parameters for the fella flash flood simulations are shown in Table 2-6. 
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Figure 2-17 Sensitivity analysis for the 2003 Fella-Basin flood event. Values indicate 
relative change in output variable compared to the change in input parameter. 
 
Table 2-6 Sensitivity analysis for the 2003 Fella-Basin flood event. Calibration 
parameters are relative to base dataset value. 
Calibrated 
Parameters 

Kinematic Kinematic 
& 
Dynamic 

Diffusive Diffusive 
& 
Dynamic 

Dynamic 

Initial Moisture 
Multiplier 

0.74 0.71 1.42 1.63 1.69 

Saturated 
Conductivity 
Multiplier 

1.8 1.45 1.57 1.14 1.12 

Manning’s N 
Multiplier 

2.1 1.68 1.24 0.89 0.82 

 
The result of the sensitivity analysis show several variables to which the flow 
methods is highly sensitive. Both saturated conductivity and Manning’s 
coefficient have a strong influence on the output of the model. The influence 
of model resolution on the simulation is relatively low when compared to the 
saturated conductivity and the Manning’s coefficient. Especially average flood 
depth and flood velocity are substantially affected by the input parameters.   
The distinct flow approximations have substantial differences in sensitivity. The 
kinematic flow approach has the highest sensitivity to resolution changes. This 
is caused by the usage of the local drainage network. This causes flow to move 
through the width of a single cell. When cell sizes are changes, this significantly 
influences flow height and thus velocity. For the other methods, the sensitivity 
of flood properties is comparable to similar detailed flood models (Haile & 
Rientjes, 2005; Horrit & Bates, 2001). 
Generally, the kinematic flow approximation shows the lowest sensitivity to the 
Manning’s coefficient and the saturated conductivity. In these cases however, 
it is important to note that a lower sensitivity does not necessarily mean higher 
accuracy. In the case of kinematic flow, infiltration for example, is not limited 
by the hydraulic conductivity, but rather by the flow width. This decreases 
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sensitivity to a change in hydraulic conductivity. The diffusive flow 
approximation shows an especially high sensitivity for maximum flood depth 
and maximum flood velocity. Finally, the Saint-Venant flow shows an average 
sensitivity for all investigated variables 

2.6 Conclusions 
Based on the simulation results, diffusive and dynamic flow overland flow 
provide a substantial increase in calibration performance when compared to 
kinematic flow. In both the Danangou and Prado catchment, kinematic, 
diffusive and dynamic flow performed respectively least to most accurate in 
calibration to measured hydrographs. For these catchments, with a spatial 
resolution of 10 and 20 meters, kinematic flow performed substantially less. In 
both catchments, the kinematic flow approximation over-estimated 
connectivity within the catchment. Both due to flow concentration, the use of 
a routing network and decreased infiltration, hydrological connectivity is in 
some cases highly over-estimated when kinematic flow is used. Therefore, the 
assumptions that lead to kinematic flow have a high influence on hydrological 
connectivity. 
For simulations of flood events, kinematic flow similarly provides the least 
accuracy. The implementation of Saint-Venant based channel flooding strongly 
increased calibration performance. The transition to Diffusive and Saint-Venant 
equations for overland flow further increased accuracy and realism. The best 
results were obtained with a combination of diffusive overland flow and 
dynamic flow for channel flooding. Both this combination and full dynamic flow 
were able to recreate the hydrograph of the 2003 Fella-Basin flood event. The 
primary cause of this was that for diffusive and dynamic flow, flood behavior 
is not limited by the presence of a channel. For kinematic flow, flooding is 
initiated along the channels, limiting the predictive nature of the model. Spatial 
resolution of the dataset has a significant impact on the performance of the 
flow approximations. In the case of coarser resolutions (40 meters or higher), 
local depressions were ignored by kinematic flow. This improved the relative 
accuracy of this method. In the case of higher spatial resolutions, pressure 
forces within water flow become important. As a result of the substantial over-
estimations of connectivity and flow velocity on both lower and higher spatial 
resolutions, the usage of kinematic flow could not accurately recreate flow 
behavior in the simulated flood event.  
The performed simulations show that validity of the approximation is highly 
dependent on the type of event and the spatial resolution. With the increasing 
availability of detailed elevation data and increasing computational power, 
simulations with high spatial resolutions become more common. For higher 
spatial resolutions, the usage of kinematic flow can have a significant impact 
on the model. Usage of this flow approximation should then be based on a 
thorough investigation. The extent in which a kinematic, diffusive or dynamic 
wave can be used in flow simulations at different spatial resolutions depends 
on the type of area and particularly the slopes and spatial variability of the 
topography. In the case of flood simulations, the implementation of channel-
based flooding with dynamic flow is required for catchment-based simulations 
of flooding. Ignoring pressure terms by assuming infinite channels results in 
unrealistic flow heights and velocities. For the same reason, kinematic flow 
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was, for the fella river simulations, not an appropriate method for simulating 
overland flow. The usage of a flow network artificially increases flow 
concentration and ignores pressure terms, which are crucial in describing the 
behavior of flood water. Similarly, in applications related to spatial hazard 
susceptibility, usage of routing networks and kinematic flow should generally 
only be considered as a viable alternative when the investigations shows the 
topography, slopes and spatial resolution do not lead to inaccurate behavior of 
the flow approximation. 

2.6.1 Acknowledgements 

We want to gracefully acknowledge the help of researchers that kindly 
allowed for the use of their datasets for this research project. Dr. J. E. 
Baartman provided the dataset for the Prado-Catchment. Dr C. J. van Westen 
and Dr. D Shrestha provided the dataset for the Fella Basin. Part of the data-
preperation process was part of the Increo Project (Increasing Resilience 
through Earth Observation-IncREO, Grant Agreement No. 312461). Finally, 
Dr. R. Hessel provided the dataset for the Danangou catchment.  
 



41 

3 An Iterative Method for Regional 
Hydrology-based Prediction of Shallow 
Slope Failures 

This chapter has been submitted as B. van den Bout, L. Lombardo, M. Chiyang, 
C. J. van Westen and V. G. Jetten (under review) Physically-based regional 
prediction of slope failure volume and shapes 

3.1 Introduction 
Many regions within mountainous areas are prone to slope instability, resulting 
from a combination of susceptible factors and triggering events. The released 
volume of mass movements often gains velocity under gravity, after which the 
material deposits downslope. These flow-type mass movements cause large 
amounts of damage and casualties worldwide (Froude & Petley, 2018). Slope 
stability analysis is of crucial importance for hazard and risk assessment in 
inhabited areas with sloping terrain (van Westen, 2006).  
Slope failures are the result of a complex set of processes (Carson & Kirby, 
1972; Cruden & Varnes, 1996), and predicting them spatially and temporally 
is challenging (van Westen, 2006). There is a wide variety of approaches to 
landslide predictions, including knowledge driven, data driven and physically 
based modelling (Crosta, 1998; Glade et al., 2000; Guzzetti et al., 2007). While 
the first two can provide relative information on landslide susceptibility, they 
lack the capability to predict the frequency and spatially distributed hazard 
intensity, which are needed for proper hazard and risk assessment, and for 
analyzing possible future scenarios (Guzzetti et al., 2009; Amirahmadi et al., 
2016). Therefore, physically-based modelling of slope stability is the preferred 
method to analyze slope failures, even at regional scale, although the 
parameterization might often be the limiting factor. The current methods for 
regional slope failure prediction include the infinite slope method, fiber bundle 
method and random sampling method, which will be shortly discussed below.  
One of the most used and most well-known approximations is the infinite slope 
method (Matsui & San, 1992; Griffiths & Lane, 1999; Van Westen, 2006; 
Alkasawneh et al., 2008; Wilkinson et al., 2002; Kuriakose et al., 2009; He et 
al., 2016). In this method, slope failures are assumed to extend parallel to the 
terrain, and to take place along an infinite slope (Van Westen & Terlien, 1996). 
The resulting criteria for failure ignore the surrounding forces, and instead take 
the ratio of the local resisting and driving forces. The simplicity of this method 
allows for fast computation over large areas, and combination with hydrological 
modelling such as in TRIGRS (Baum et al., 2008), GEOtop (Formetta & 
Capparelli, 2019) or HIRESS (Rossi et al., 2013). The slope stability equation 
can furthermore be combined with probabilistic elements, such as in 
STARWARS and PROBSTAB (Van Beek, 2002). Finally, integration in a 
catchment scale runout model (OpenLISEM) allows for automated estimation 
of runout in case of slope failure (Bout et al., 2018; Fan et al., 2017). Despite 
the ease of use in large-scale assessments, there are several severe 
shortcomings. The model is suited for shallow landslides, and these models 
provide inaccurate assessments for deep-seated landslides, where the initial 
assumptions of the model do not hold (Griffiths et al., 2011a; Tiwari et al., 
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2014; Mergili et al., 2014). Secondly, the stability estimation is highly 
dependent on the input of the depth of the shear plane, and assumption of 
planar failure parallel to the slope surface often not realistic. Thirdly, slope 
stability is calculated based on local properties, for the slope is assumed of 
infinite length. Because of this, failures do not progress through a slope and 
spatially scattered failures frequently result. Fourthly, as failure is only 
analyzed for individual pixels, it is also difficult to convert the results of infinite 
slope modelling into realistic landslide volumes used for runout analysis.  
Fiber Bundle Models are another group of slope stability models that are based 
on the assumption that subsurface strength is probabilistic in nature an 
analogous to bundles of fibers with varying strength parameters (Cohen et al., 
2009). Within a regular grid, the sloping terrain is discretized, and all directly 
neighboring grid cells are connected by bundles of fibers. Each individual fiber 
is assigned strength parameters randomly taken from a distribution of Mohr-
Coulomb parameters (Goodman, 1980). Iteratively, the forces on the resulting 
network of slope materials connected by fibers is solved. Excess loads are 
propagated through the fibers and predicted failure are spatially clumped 
because of subsurface force propagation. The model STEP-TRAMM (Luette et 
al., 2017) uses these type of inter-cell connections to estimate progressive 
failure of slope material on a regional scale. While this model improves on 
traditional infinite slope models and is able to provide new insights in 
propagating failures on regional scales, it suffers from some of the same 
problems as the infinite slope model. Failure is still estimated in an all-or-
nothing manner, being either the total soil depth or no failure. This can lead to 
unrealistic predictions particularly in the case of rotational slides.  
A different group of slope stability models are based on the Finite Element 
Method (FEM) which simulate the subsurface of slopes as a dynamic 
continuum. Local stress, strain and displacement are iteratively solved using a 
Mohr-Coulomb type of constitutive equation, which can include groundwater 
effects. In order to solve the equations, the subsurface is divided into 
numerous small elements, allowing for numerical integration (Roozbeh, 2017). 
While this method arguably provides the most detailed insights into the 
behavior of materials in a sloping terrain, it is highly demanding in terms of 
computational power. The method has been used in slope investigation in three 
dimensions, but it is not practical to apply them over larger areas (Ukritchon 
et al., 2017).  
Two-dimensional analysis of rotational failures has been implemented using 
the method of slices (Fellenius, 1936; Morgenstern & Price, 1956; Duncean & 
Wright, 2004). Later, the method of slices was also extended to three 
dimensions (Hovland, 1977; Hungr, 1987). While this method allows for highly 
accurate Factor of Safety (FoS) estimates, it does not provide a possible failure 
volume. The methods requires an initial landslide geometry to estimate the 
forces. To overcome this problem, multiple samples can be tested, in order to 
find the most likely failure volume for a specific slope. This idea has been 
extended to regional estimation of safety factors and failure volumes by using 
a large number of sample volumes throughout an entire region. The Scoops3D 
model uses random spherical shapes to estimate subsurface FoS and failure 
volumes (Baum et al., 2005; Reid & Brien, 2012). Conversely, r.slope.stability 
uses random ellipsoids allowing for more diversity in failure shapes (Mergili et 
al., 2014a,b). Many ellipsoids are projected through the digital elevation model 
to better cope with a variety of topographic types and large regions. Due to 
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their strong theoretical foundations and detailed output, both random sampling 
methods are highly useful tools for regional studies, although they also have 
some limitations. Due to the large number of samples required for this method, 
the computational burden is high. Because of this, usability may be limited, 
especially when combining random sampling with real-time hydrological 
modelling. The lack of hydrological dynamics in the model might decrease the 
accuracy, since groundwater dynamics play a crucial role in slope instabilities 
(Kim et al., 2004; Brooks et al., 2004; Tohari et al., 2007). Furthermore, while 
random sampling provides detailed information about possible failure shapes, 
and subsurface stability, it is difficult to estimate actual slope failures purely 
based on this. From the large collection of possible failure volumes, many 
overlap, and choosing the correct volumes can be a complicated process. 
Scoops3D provides an estimate of the new elevation model by subtracting all 
instable spheroids from the original elevation.  
In summary: the current methods for regional slope failure prediction either 
use pre-defined depths and volumes as input, or require intensive computation 
that cannot be performed on a regional scale. At site-investigation level, it is 
possible to identify probable failure surfaces based on knowledge of the 
subsurface structure. However, in regional hazard and risk assessment, the 
location and geometry of possible slope failures is highly uncertain, as well as 
the hydrological triggers. Thus, there is a need for a regional slope stability 
method that is able to predict failure surfaces at low computational costs, 
allowing for the integration with a real-time hydrological model. 
In this paper, we present a physically-based, numerically efficient method for 
estimating regional slope stability, and calculating expected failure surfaces, 
within the multi-hazard OpenLISEM model (Bout et al., 2018). We present the 
equations that take into account horizontal subsurface forces in Section 3.2, 
and present a comparative analysis at the slope scale between the developed 
method and existing methods such as infinite slope, random ellipsoid sampling, 
and finite element modelling in Section 3.3. The improved iterative slope failure 
method is also applied in a study case, and compared with available and 
alternative methods in Section 3.4.  

3.2 Theoretical Background 

3.2.1 Terrain Description 

For the derivation of existing slope stability methods, and the newly developed 
method, a short description of a typical application is provided. The slope 
consists of two layers, a bedrock material with high cohesion and a top layer 
of loose or weathered material (Figure 1). The bedrock layer is assumed to be 
a fixed boundary condition in the calculations. The depth of the top layer can 
spatially vary, and the slope of the bedrock layer is therefore not directly equal 
to the slope of the terrain surface. A saturated zone is present at the base of 
the top layer, with appropriate hydraulic head and matric suction. The terrain 
is discretized in local cells or slices (See Figure 3-1).  
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Figure 3-1 A schematic overview of several slope stability and slope failure modelling 
methods. 
 
For all of them, varieties exist, and typical representation is shown. Soil depth 
and an effective groundwater level are shown in the terrain description. In the 
middle, a force diagram indicates the estimation of local sources (𝐹, 𝐹), lateral 
interactions (𝐹௧), vertical interactions (𝐹௩௧), or a full stress tensor (𝜎,). On 
the right, the governing equations are displayed. For more detail on the 
equations see: 1)Matsui & San (1992), 2) Bout et al. (2018), 3) Baum et al. 
(2005), 4) Mergili et al. (2014a), 5,6) see Section 2.2 and 2,3 of this work, 7) 
Cohen et al. (2009), 8,9) Mase et al. (2009). Where FoS is the Factor of Safety 
(-), c’ is the effective cohesion including matrix suction (Pa), 𝑤 is the unit 
weight minus pore pressure (𝛾 ∙ ሺ1 െ 𝜃ሻ െ  𝛾௪ ∙  𝜃) (𝑘𝑔 𝑚ିଵ), 𝑤 is the unit weight 
((𝛾 ∙ ሺ1 െ 𝜃ሻ    𝛾௪ ∙  𝜃)) (𝑘𝑔 𝑚ିଵ), 𝜃 is either the effective water level, depending 
on the model either a fractional ground water level (meters water divided by 
meters sill ቀൌ

ೢ

ೞ
ቁ) or a soil matrix water content (-), 𝑅 is the distance from 

the spheroid center to the potential failure plane (m), 𝛽 is the failure plane 
slope angle (𝑟𝑎𝑑𝑖𝑎𝑛𝑠), ℎ is the height the failure plane (𝑚), ℎ is the height of 
the bedrock interface (𝑚), 𝑑𝑥 is the width of the column (𝑚), 𝐹௨ is the lateral 
force from upslope (𝑁𝑚ିଵ), 𝐶 is the force capacity (top of FoS equation) (𝑁𝑚ିଵ), 
𝐷 is the unit force demand (bottom of FoS equation) (𝑁𝑚ିଵ), 𝑆 is the slope 
vector (𝑚 𝑚ିଵ), 𝐸 is the Elastic Modulus (Pa), 𝐺 is the Shear Modulus (Pa), 𝜎 is 
the stress tensor (𝑁𝑚ିଶ), 𝜖 is the strain tensor (m), 𝑃 is the Distribution of fiber 
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strength (-), 𝑠 is the deviatoric stress tensor (Pa), 𝑔 is the plastic potential 
function (-), 𝜆 is the plastic rate multiplier (-) and v is Poisson’s ratio (𝑚 𝑚ିଵ). 

3.2.2 Iterative Slope Failure 

The iterative slope failure method consists of an upslope iterative process, 
determining failure depth from toe to top. Several assumptions are used in the 
process. Initially, the failure surface is, at any point, assumed to be parallel to 
the surface gradient. We calculate the force capacity and force demand, leading 
to a local safety factor similar to the infinite slope model (Equation 3.1).  

3. 1 FOS ൌ
c′  wr ∙ cosሺβሻ2 ∙ tanሺφሻ

w ∙ sinሺβሻ ∙ cosሺβሻ
 

In this method, the angle of the potential failure plane (𝛽) is assumed parallel 
to the surface slope. Spatial slope values and directions dynamically depend 
on the evolution of the elevation model (Equation 3.2). Within a discretized 
environment, changing elevation due to failure directly influences neighboring 
cells. 
3. 2 β ൌ  atan ቀ

maxሺhxെ1െhx,hxെhx1ሻ

dx
ቁ

re h୶ is the elevation of the current cell (m), h୶ିଵ is the elevation of the 
downslope cell (m), h୶ାଵ is the elevation of the next cell (m) and dx is the cell 
size (m). 
We take the maximum of the slope on both sides as the effective slope used 
in the calculations for slope failure. Then, in case of instability, we reverse the 
safety factor equation to reduce the depth of the soil layer and achieve local 
stability (Equation 3.3). 

3. 3 FOS ൌ 1 ൌ

c  wr ∙ cos ቆatan ቀ
h െ h0

dx ቁቇ
2

∙ tanሺϕሻ

w ∙ sin ቆatan ቀ
h െ h0

dx ቁቇ ∙ cos ቆatan ቀ
h െ h0

dx ቁቇ

 

Where 𝑐 is the cohesion (𝑃𝑎), 𝑤  Is the weight of the column with excess pore 
pressure subtracted (𝑁 𝑚ିଶ) and 𝑤 is the full weight of the column (𝑁 𝑚ିଶ). 
Solving this equation can be done using the trigonometric identities (Equation 
3.4 and 3.5). 

3. 4 Cosሺatanሺxሻሻ ൌ
1

√1  x2
  

3. 5 Sinሺatanሺxሻሻ ൌ
x

√1  x2
 

Finally, we find the lowest real root to the second-order polynomial equation 
of the form 
3. 6 h ൌ a  ሺbሻ x  ሺcሻx2  
With 

𝑎 ൌ 𝑐 ℎ
ଶ െ c dxଶ  

𝑏 ൌ 2 𝑐ℎ0 െ 𝑤 ℎ 𝐹𝑂𝑆 െ 𝑤ℎ𝐹𝑂𝑆 𝑑𝑥 𝑤𝑑𝑥ଶ  
𝑐 ൌ  𝑐 െ 𝑤 𝐹𝑂𝑆 𝑑𝑥  

Removing material due to failure alters the slopes of the surrounding areas, 
potentially creating new instable areas. Consequently, equations 3.1 - 3.6 are 
applied iteratively to remove any material that is required to obtain a stable 
slope. Thus, the algorithm iteratively solves for a failure volume. In practice, 
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this generally means that a landslide toe is found (unstable cell), after which 
material is removed on that location. The downslope angle of upslope cells is 
thereby increased. This repeats until a full . The model thus assumes that at 
any moment, the cell under consideration is the toe of a potential failure, where 
no net stability is gained from downslope neighbors. 
While the propagating effect of the iterations provides some interaction 
between columns of material, the initiation of failure is based on a local 
description of forces. No description of lateral or shearing forces between 
material columns is implemented. The failure propagation can only take place 
in an upslope direction, since reduction of the material depth will always 
decrease the steepness in the downslope direction, and increase the steepness 
in the upslope direction. Therefore, it would only activate failures in upslope 
cells.  
It seems that for translational slope failures, where local forces provide an 
accurate estimation of the actual safety factor, the iterative method is 
appropriate. Rotational failures are not described well by local forces, but are 
better analyzed through total rotational moment. For a potential failure, excess 
moment (or forcing) from upper parts of an ellipsoid might counteract the 
stability of lower parts. As a result, slope material that is stable when local 
forces are considered only, can be involved in failure by the forces propagating 
in the subsurface. Thus, to reproduce this effect, an extended version of the 
iterative method is required.   

3.2.3 Iterative Slope Failure with Forcing 

An improved iterative slope failure method is here proposed. Propagation of 
subsurface forces is estimated, hence inter-slice forcing is not neglected. We 
adapt the expression for the safety factor to include this (Equation 3.7) 

3. 7 FoS ൌ
Fup   c′  wr ∙ cosሺβሻ2 ∙ tanሺφሻ

Fdown  w ∙ sinሺβሻ ∙ cosሺβሻ
 

With this method, excess force demand is transferred downslope until it is 
finally negated by excess force capacity. In a two dimensional situation, the 
forcing can be found by a summation of the upslope or downslope excess force 
capacity and demand, respectively (Figure 2).  
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Figure 3-2 Schematic overview of subsurface forces in the iterative failure method. 
 
In a complete terrain description, a sum of all upslope forces would entail the 
sum of forces for the entire catchment that lies above any given point. Due to 
changes in slope, the lateral force interactions between soil columns partially 
act on the bedrock interface. The effective lateral force is the portion parallel 
to the slope of the terrain. We assume that, in case where lateral forces are 
included, the effective forcing that propagates through the subsurface is 
determined by the in-product between the forcing and the normal direction of 
the interface between the soil columns (Equation 3.8 and 3.9).  

3. 8 Fdown ൌ  max൫0, Dሺiሻ െ Cሺiሻ൯ ∗ ൫Siሬሬ⃗ ∙ S⃗i1൯
upslope

 

3. 9 Fup ൌ  max൫0, Cሺiሻ െ Dሺiሻ൯ ∗ ൫Siሬሬ⃗ ∙ S⃗iെ1൯
downslope

 

Raster-based slope stability using lateral subsurface forces has been 
implemented earlier in the work of Zhou & Cheng (2013) and Zhou et al., 
(2014). Within their implementation, only directly neighboring cells exert 
lateral forcing on a soil column. In the proposed implementation, forces are 
iteratively solved throughout the entire terrain. In the three-dimensional case, 
where the x-and y- components of the forcing and slopes influence the 
propagation, this can be expressed as follows: 
3. 10 ∇Fupሬሬሬሬሬ⃗   ൫Cሬ⃗ െ Dሬሬ⃗ ൯ ∗ ൫S⃗ ∙ Fupሬሬሬሬሬ⃗ ൯ ൌ 0  
We assume that excess force is transferred downslope, but the fractured top 
material is unable to transfer force resistance upslope. 
The final expression of FoS, depending on the depth of the material, is provided 
in Equation 3.11. Here, we assume a straightforward linear relationship 
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between the fraction of the material, and the fraction of the down- and upslope 
forcing that acts on the regolith. 

3. 11 FOS ൌ 1 ൌ

c′   hFup   wr ∙ cos ቆatan ቀ
h െ h0

dx ቁቇ
2

∙ tanሺϕሻ

hFdown   w ∙ sin ቆatan ቀ
h െ h0

dx ቁቇ ∙ cos ቆatan ቀ
h െ h0

dx ቁቇ

 

To solve for a stable depth using a safety factor equation with upslope forcing, 
we can use the trigonometric identities from Equations 3.4 and . Finally, we find 
the lowest real root to the third-order polynomial equation of the form 
3. 12 h ൌ a  ሺbሻ x  ሺcሻx2  ሺdሻx3  
with 

𝑎 ൌ 𝑐ᇱℎ
ଶ െ cᇱdxଶ 

𝑏 ൌ 2 𝑐′ℎ0 െ 𝑤 ℎ 𝐹𝑂𝑆 െ 𝑤ℎ𝐹𝑂𝑆 𝑑𝑥 𝐹௨𝑑𝑥ଶ 
𝑐 ൌ  𝑐′ െ 𝑤 𝐹𝑂𝑆 𝑑𝑥 
𝑑 ൌ  𝐹ௗ௪ െ 𝑤 𝐹𝑂𝑆 𝑑𝑥 

Generally, the addition of subsurface forces within a slope stability description 
changes the FoS, and the slip depth, particularly at the lower end of the failure. 
Here, additional forcing from upslope will decrease stability and mobilize more 
material. By including an estimate of subsurface forces, lateral interactions are 
implemented, and the method of slices is numerically mimicked. 

3.3 Two-Dimensional Analysis 
A 2D analysis of the effect of the iterative slope stability methods on the 
predicted failure volumes has been performed. This both validates the methods 
against accurate alternatives (random ellipsoid sampling), and highlights the 
additional behavior included in the iterative slope failure model with forcing. 
Four elevation curves were created, based on typical slope shapes: concave, 
convex, and the combination of both. These curved slopes can highlight the 
differences between model results. The equations and shaped of the slopes are 
provided in Figure 3. 
 

 
Figure 3-3 Elevations of the test slopes 
A topsoil layer is assumed, with bedrock underneath. The depth of the topsoil 
layer is calculated using Equation 3.13. 

3. 13 SD ൌ 5.0 െ 1.5 ∗  
elevation

elevation୫ୟ୶
 

A two-dimensional implementation of the random spheroid sampling found in 
the work of Mergili et al (2014) and Xie et al. (2002) is used. Both the iterative 
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failure model and iterative failure model with forcing are then compared to the 
results of random ellipsoid sampling. An overview of two-dimensional failure 
volume predictions is shown in Figure 4. The results of the random ellipsoid 
sampling are shown a transparent overlay of all found instable samples. The 
most  
 

 
Figure 3-4 Results for the failure volume simulations using random ellipsoid 
samplings(left), iterative slope failure and iterative slope failure with forcing (Middle) and 
Finite Element Modelling (Right). Grey shades represent the density of unstable 
ellipsoids. 
 
The two-dimensional results show significant differences between estimated 
failure volumes for different methods. The Finite Element Modelling and 
Random Ellipsoid Sampling methods show consistent results in the location of 
shallow failures. On average, the FEM results indicate slightly smaller failures 
compared to all possible unstable ellipsoids. This is expected, as the failure on 
ellipsoid will positively influence the stability of other by means of removing 
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critical mass on the slope. While the failure extents of all methods are highly 
similar, significant differences are visible when it comes to failure depths. In 
particular, the iterative method shows similar starting points for the failures 
but features an unrealistically shallow toe. This is caused by the lack of a 
subsurface lateral force description that ads weight from upslope instabilities 
downslope. In the case of random ellipsoid sampling, forces are summed to 
estimate the total safety factor of an ellipsoid failure volume. Thus, upslope 
weight can compensate for downslope stability. This leads to the typical 
rotation shapes of the failures. Similarly, in the FEM, displacements propagate 
downslope through increased stress. In the case of the iterative slope failure 
method, this effect is missing entirely. Despite this absent effect, general 
predicted volumes are close to the FEM and random ellipsoid sampling results.  
Conversely, the iterative slope failure method with subsurface forces is better 
suited to capture the effect of additional upslope driving force. Using this 
method, the predicted failure volumes continue into the stable downslope areas 
to create a more realistic landslide shape. This increases the accuracy of the 
prediction in the sense that it improves likeness with the random ellipsoid 
sampling results. The necessity of including an upslope forcing effect depends 
on the type of slope investigated. In the case of the first test slope (Figure 
3-4), with a concave-convex shape, the difference is minimal. For the other 
cases, there is a larger amount of upslope instability, which increases the 
magnitude of the effect. 

3.4 Application of the Model  
The improved model for progressive slope failure analysis was tested in a study 
area in Sicily, Italy. Both the study site and the event are described in more 
detail in Bout et al (2018). On the 1st October 2009, hundreds of debris flows 
were triggered as a result of a cloudburst which released 250mm of rain in a 
few hours, whereas the area also received around 250 mm in the previous two 
weeks. As a result, the already saturated soils draping over rough terrains 
failed either as debris slides of which many evolved into debris flows, eroding 
the slope down to approximately two meters. It entrained a sandy gravelly and 
relatively highly organic material (Lombardo et al., 2018a) originated from the 
underlying weathered layer of medium to high grade metamorphic rocks 
(Cama et al., 2015). Several of these flows followed the main stream incisions 
along the slope, interacting with each other and merging into a larger and 
single mass, which caused severe damage in the downstream villages (37 
victims and 500M€ of damage). The trigger rainfall had an extreme intensity 
of 120mm/hr (Schillaci et al., 2017), for which the return period was estimated 
to correspond to a 30 year interval (Aronica et al., 2011).  
The area exposed to the storm spans over 12 coastal catchments (see Fig.1 in 
Lombardo et al., 2018b and references therein). In this contribution, we 
selected just the Scaletta watershed, where a debris flow inventory was 
previously built, with 395 slope failures (details in Lombardo et al., 2014) and 
modeled for susceptibility (Lombardo and Mai, 2018) and hazard (Bout et al., 
2018) purposes.  
Data requirements for deterministic simulations consist of: i) DEM, ii) Soil 
Texture, iii) Soil depth, iv) Land Use, v) NDVI, and vi) Precipitation regime. 
The 2m resolution DEM was pre-event and generated from a LIDAR survey (for 
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details, see Cama et al. 2016). The 200m resolution Soil Texture comes from 
a national survey and highlights the presence of clayey sands in the Peloritani 
ridge transitioning to clay and then to sand towards the coastline (Schillaci et 
al. 2017). Soil properties were re-scaled based on 13 texture measurements 
within the study site. A 10-m resolution land use map was generated from 
semi-automated classification of Sentinel-2 scenes (Bout et al. 2018). The 
NDVI was calculated from 4m resolution KompSat-2 data. While land use data 
is used for the majority of surface properties in the model, ndvi is used to 
empirically estimate leaf area index and vegetation cover (Bout et al., 2018). 
Rainfall time series with 10min resolution was obtained from local rain-gauges. 
Soil depth was derived using multivariate statistics. Specifically, an Ordinary 
Least square was run between soil depth measurements and terrain properties 
(Bout et al., 2018).  
 

 

 
Figure 3-5 Overview of the study area. Landslide inventory, elevation model, soil depth 
prediction and land use and soil classes are shown. 
 



52 

The slope failure models use a groundwater and soil moisture state derived 
from ground water simulations performed by Bout et al (2018). Failure 
predictions occur for the ground water state after the 2009 event has occurred. 
The predicted slope failures for the Scaletta catchment were modelled using 
four different methods (infinite slope, random ellipsoid sampling, and iterative 
failure with and without forcing. The results are shown in Figure 3-6, together 
with the landslide inventory. 
 

 
Figure 3-6 Predicted failure location compared with mapped landslides for each model. 
A: infinite slope B: random ellipsoid sampling; C: iterative failure without forcing; D: 
iterative failure with forcing. TN: True negative, TP: true positive, FP: false positive 
 
Both the shapes and sizes of predicted slope failures vary between the used 
methods. General locations of failures are identical, primarily due to the 
calibration process. The infinite slope predictions are spatially scattered while 
the iterative methods (with and without forcing) introduce spatially connected 
failures. Random ellipsoid sampling provides the largest area of failures, with 
smooth ellipsoid failure areas. The accuracy of the predicted slope failures for 
the Scaletta catchment using different methods are shown in Table 3-1. As a 
measure of fit, we use Cohens Kappa, since it is able to compensate for 
accidental correlations that are expected (Bout et al. 2018).  
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Table 3-1 Accuracy of the tested slope stability methods. 1Overlap is defined as (TP 
+TN)/(TP+FP+FN+TN) 

Method Percentage 
overlap1 

Cohens 
Kappa 

TP FP FN TN 

Infinite Slope Method 0.87 0.28 142183 380840 159100 3657263 
Iterative Slope Failure 0.86 0.29 179205 468245 147234 3544675 
Iterative Slope Failure 
With Forcing 0.88 0.39 214054 166040 336365 3622900 

Random Ellipsoid 
Sampling 0.87 0.37 198532 273818 251401 3615608 

 
The predicted failure depths are shown in Figure 3-7. The failure depths of the 
infinite slope implementation are restricted to either the full soil depth, or no 
failure at all. The other methods provide more smooth predictions of slope 
failure, with the smaller failure depths typically found at the edges of failures. 
Both the ellipsoid sampling and iterative method with forcing predominantly 
predict the deepest part of the failure at the lower center of the failure. 

 
Figure 3-7 Predicted failure depths in meters. A: infinite slope B: random ellipsoid 
sampling; C: iterative failure without forcing; D: iterative failure with forcing 
 
For each of the used methods, the size-frequency distribution and area-volume 
data is shown in Figure 3-8. 
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Figure 3-8 Area-Frequency curves for the predicted slope failures and Area-Volume plots 
for the predicted slope failures. Data on the Frequency Area Distribution curves: 
Inventory: Rollover = 80, β=1.82; Infinite: Rollover = -, β=1.268; Random Ellipsoid 
Sampling: 
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3.5 Discussion 

3.5.1 Accuracy 

Each of the considered models shows influences of underlying assumptions in 
the slope failure predictions. Specifically, the infinite slope method, due to its 
simple approximation, provides the least overlap between predicted and 
observed failures. On the other hand, while the iterative slope failure method 
initially uses the same physical principles for stability, failure volumes are 
calculated by including some spatial interactions through changing slopes. This 
alters the final calibrated parameters and slightly improves failure patterns. A 
more significant improvement is found in the area-frequency distribution of the 
slope failures. Here, infinite slope lacks any expected pattern since larger slope 
failures are completely absent due to the lack of lateral interactions. The 
iterative methods match the Frequency Area Distributions (FAD) of the 
inventory with higher likelness. Random ellipsoid sampling finally shows similar 
Cohens kappa to the iterative method with forcing, but better matches the FAD 
for larger failures. 
The Area-Volume scatter plots in figure 8 are shown together with three slide-
failure empirical relationships from Guzetti et al. (2009),Larsen & Torres 
Sanches (1998) and Martin et al., (2002). Here, the weakness of the infinite 
slope method on small grid sizes is evident, as only the smaller failures exist, 
and show non of the expected pattern. The iterative methods follow Guzetti et 
al. first and Martin et al. above an area of 200 m2. Random Ellipsoid sampling 
follows Martin et al above an area of 200 m2 and drops beneath the empirical 
relationships below this value.  
Some of the reasons for the differences in prediction accuracy can be found in 
the physical principles behind each model. The first major difference in model 
workings is the spatial connectivity of failure calculations. While the infinite 
slope model only takes into account local forces, the other used methods 
include some lateral interactions. Without these lateral interactions, individual 
cells can experience failure without surrounding areas being influenced. As is 
visible in Figure 3-8, this results in a large over-estimation of the frequency of 
smaller failures. Although significantly less, the iterative methods similarly 
over-estimate small failures when compared to the inventory, while random 
ellipsoid sampling under-estimates these. 
A second difference is found in the roll-over point, the location within the area-
frequency distribution across which smaller slope failures are less frequent. 
This effect is partially caused by inherent properties of slope failure inventories. 
The smallest of landslides are increasingly difficult to map, often leading to a 
roll-over point. The presence of a roll-over point within the random ellipsoid 
sampling results from the assumed shape of failures and practical model 
limitations. The tested ellipsoids sample at least multiple cells and can not 
predict failures on individual cells. To provide more accurate results, more and 
smaller ellipsoids must be sample, increasing computational costs 
exponentially. Opposed to this, the iterative methods organically shape along 
the elevation model and can predict failures that are the size of a singular grid 
cell when required by the terrain description. 
In the FAD curves, additional differences emerge, both between the models 
and with the inventory data. The infinite slope prediction both over-estimates 
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small slope failures (compared to the inventory) and underestimates larger 
slope failures. The iterative methods with and without forcing more closely 
match the frequency of larger failures but similarly over-estimate smaller 
failures. The inventory only shows a roll-over point at around 80 m2. The 
random ellipsoid sampling results similarly show a roll-over point at an area of 
approximately 80 m2. This method however under-estimating the frequency 
of small failures in the inventory. The results indicate a crucial matter of 
methodology in regional landslide prediction. Current methodologies on 
regional modelling of landslide areas and volumes are often calibrated and 
validated against inventory data. It is, however, in the nature of landslide 
inventories to underestimate the theoretically expected number of smaller 
landslides due to mapping limitations. If the method itself does not feature 
some rollover point, or if the rollover effect is of different magnitude, 
calibration can lead to non-optimal results. Such is the case for each of the 
presented modelling methods. Figure 3-8 shows that the area-frequency 
density distribution of random ellipsoid sampling is more accurate for larger 
failures than the iterative methods. The inaccuracy of the iterative methods 
could be caused either my modelling assumptions, as the iterative methods 
inherit some weaknesses from the infinite slope model, as well from the invalid 
method of calibration. A more valid way of comparing modelling and mapping 
results might be to exclude the smaller slope failures from comparison, as they 
are not completely represented in the inventory data.  

3.5.2 Subsurface Forces 

The iterative model with forcing includes a lateral sub-surface force that 
propagates through the terrain. An overview of the simulated subsurface 
forcing in the improved iterative failure method is shown in Figure 3-9. 
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Figure 3-9 Spatial prediction of additional forcing from upslope instabilities for the 
Scaletta catchment. 
 
The patterns in upslope forcing arise from excess force demand in upslope 
areas (Equation 20). Areas with low stability provide forcing that works through 
the subsurface towards downslope areas. The particular shapes and extends 
to which the forcing influences the extent of the instability largely depend on 
the topography. This is caused partially by the relatively homogeneous 
strength parameters and soil depth. The primary benefits of the subsurface 
force simulation are visible in the improved accuracy and failure extents. 
Scattered small failures become connected through the subsurface forces, and 
merge into a single larger body. This solves a well-known issue with the infinite 
slope model, where due to dependency on local parameters, slope failures 
could be pixel-sized and scattered. Another improvement caused by the 
addition of upslope forcing is the imitation of rotational behavior. In many 
cases, excess forcing concentrates downslope, leading to a smaller safety 
factor and finally a deeper failure at the bottom. This pattern is typical of larger 
landslides, where failures can frequently extend beyond the locally stable 
areas, and be deepened at the lower end of the failure. 

3.5.3 Influence of Approximation on Depth Patterns 

For a better comparison of failure depths using the described regional slope 
failure methods, several profiles of failure are shown in Figure 3-10 together 
with a profile of the elevation model and the inventory. 
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Figure 3-10 Profile plots through four slope failures in the Scaletta area. Blue background 
indicates the presence of slope failure in the inventory along the profile. The profiles 
show the locations of the inventory (above the terrain) and the modelled failures (below 
the terrain). 
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The profiles in Figure 3-10 show the shapes of the predicted slope failures differ 
based on the method used to estimate them. The used implementation of the 
infinite slope model provides an “all-or-nothing” prediction of failure, and the 
depth is therefore either zero or the total soil depth, resulting in unnatural 
failure shapes. The iterative methods that are presented in this paper show 
patterns that are distinctly different from both random sampling and the 
infinite slope prediction. In the case of the Scaletta catchment, ellipsoids are 
not the predominant shape of slope failures, since the failures were mainly 
translational in nature. For application to this area, the assumptions underlying 
random ellipsoid sampling method might not be fully met for every slope 
failure. Despite this, the methods predicts spatial patterns well. Failure depths 
match the general observation of depths around 2 to 3 meters (Bout et al., 
2018). In the three-dimensional application of the iterative method with and 
without forcing we observe identical trends in failure shapes as in the two-
dimensional tests. The iterative method with forcing shows rotational behavior 
dependent on the topography, and creates more connection between predicted 
failures locations. 

3.5.4 Usability 

Each of the models exhibits a specific niche in which its application is useful 
and justified. In the case of course data and little knowledge about terrain 
parameters, an indicative estimate of slope stability and possible failure can be 
made with the infinite slope model. With increasing spatial resolution and 
detail, other methods become more suited. The iterative slope failure methods 
with and without forcing and the random ellipsoid sampling method provide a 
way to deal with higher spatial resolutions and detailed data. In particular, in 
case of shallow landslides, the assumptions of the iterative methods hold well 
and the method provides a fast and efficient estimate of spatial failure depths. 
When deep-seated landslides are of interest, lateral sub-surface forces become 
a dominant factor, random sampling methods provide both the detail and valid 
assumptions to assess failure depths. However, there is a major difficulty with 
finding regional failure depths based on random sampling, namely finding a set 
of ellipsoid describing the failure surfaces. Due to the large number of 
overlapping ellipsoid, all material on unstable cells can be removed, or a 
minimum remaining terrain elevation based on all ellipsoids can be calculated. 
The first option provides similar issues as the infinite slope (all-or-nothing 
failure pattern). The second option might strongly over-estimate failure 
depths. Random sampling methods ignore the changes in stability caused by 
failure of a specific shape on the stability of other shapes.  
A final consideration in the usability of the mentioned slope failure methods is 
the calculation time for each approach. The infinite slope method provides the 
lowest computational cost. This makes this method applicable within a spatial 
physically-based soil moisture model. For a detailed analysis of local three-
dimensional slope stability, the random ellipsoid method is most suited, but 
has the largest computational load. This model provides closest to analytical 
solutions for slope stability, but requires large amounts of processing time, due 
to the large number of ellipsoid samples. The iterative methods require more 
calculation time than the infinite slope method, especially with upslope forcing. 
However, the computation speed is high enough to be used in real-time 
spatially distributed high resolution physically-based simulations of hydrology, 
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slope stability and slope failure (Bout et al., 2018). This makes the iterative 
methods suited for multi-hazard modeling, were failure volumes can be used 
to directly introduce runout of the material in the simulation. 

3.6 Conclusions 
In this article we have presented the iterative slope failure method with forcing 
(developed as part of the Open-Source OpenLISEM Hazard model). This 
method is a variation on the iterative failure model used in Bout et al. (2018). 
Regional application for Scaletta has shown minor improvements when using 
either infinite slope or iterative method. Random ellipsoid sampling performs 
better on especially larger slope failures, but does not have the numerical 
efficiency for integration into real-time simulation of hydrology. The iterative 
failure method with forcing can thus be applied to hydrology-influenced slope 
stability and failure volumes. The availability of a fast regional model for both 
slope failure and failure depths allows for new advanced in multi-hazard 
modelling. The developed method can act a link between slope stability and 
runout models, such as has been done by Bout et al. (2018).  
Analysis of the properties of model predictions showed a variety of key 
differences. The infinite slopes tendency to predict isolated failures and its all-
or-nothing failure estimations lead to inaccuracies. A further issue arose in 
methodological considerations. While both the inventory and random ellipsoid 
sampling method showed rollover points, the iterative methods did not. Here, 
the expected power law distribution of landslide frequency density continues 
up until the grid cell size. This poses the question of the validity of calibration 
methods. In calibration, these methods are compared against inventories that 
underestimate, by their very nature, the smallest failures. Future studies might 
investigate the viability of calibration of regional slope failure models that 
ignores predicted landslides that are below the rollover point of the inventory.  
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4 Integration of Two-phase Solid Fluid 
Equations in a Catchment Model for 
Flashfloods, Debris Flows and Shallow 
Slope Failures 

This chapter is reproduced as published in Bout et al. (2018) with minor 
modifications.  

4.1 Introduction 
Shallow landslides are frequently occurring natural hazards, which may be 
triggered by extreme rainfall events, snow melt and earthquakes, and are 
characterized by a relatively small and shallow failure plane. Because the 
triggering of these landslides takes place predominantly during intense 
precipitation, the sliding soil, mixed with water, may evolve into debris flows, 
that have a devastating impact on villages, roads and other elements-at-risk. 
In order to understand and predict the behavior of debris flows, numerical 
models have been frequently used as both predictive and analytical tools. 
However, in current modeling approaches, processes that relate to debris 
flows, such as hydrology, shallow landslides and runout, are mostly simulated 
separately. 
The simulation of debris flow dynamics is performed by debris flow runout 
models. These models use (semi-) physically-based estimations of the internal 
forces in debris flows to numerically calculate flow depths, velocities and 
routing based on topography and surface properties. A large number of runout 
models exist, varying both in modeling approach and used equations. Both 
one-dimensional channel-simulations, full depth-varied grid methods and 
Smooth Particle Hydrodynamics have been used to estimate debris flow 
behavior (Pudasaini, 2012; Huang et al., 2012). Other implementations, such 
as SCIDDICA S4c (D’Ambrosio et al., 2007), approximate debris flow behavior 
by means of cellular automata. Depth averaged equations are used in a large 
variety of two-dimensional models (Scheidl et al., 2013). A variety of depth 
averaged finite-element models, such as Ramms (Bartelt et al, 2013), Flo-2D 
(O’Brien, 2006) and use a fixed volume as input for the debris flow. Others, 
such as MassMove2D (Begueria et al., 2009), Debris Mobility Model (Kwan & 
Sun, 2006) and AschFlow (Luna et al., 2015), include entrainment and the 
addition of water flow.  
The processes that cause shallow slope failures and their transition into debris 
flows are often also numerically simulated, although empirical methods are 
also often used. Hydrological models are frequently used to predict behavior 
of both surface and sub-surface hydrological processes. Through flow 
simulations, overland flow and the resulting infiltration patterns can be 
estimated (Van Beek, 2003). Similar to debris flows, hydrology is simulated in 
spatially distributed numerical models such as GEOtop (Rigon et al., 2006). 
From the available catchment-scale hydrological models, some are open-
source, such as JGrass-NewAge (Formetta et al., 2014). Furthermore, 
hydrological models can predict soil water flow, and the resulting soil water 
has been used as a direct proxy for slope stability (van Ash et al., 1999). Slope 
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stability models are used to predict both volume and timing of shallow 
landslides. A variety of regional slope stability models have been developed 
based on the limit equilibrium, which uses finite elements to estimate the 
forces acting on a failure plane. The infinite slope models furthermore assume 
that inter-cell forces can be neglected, and structural finite elements are used 
to calculate the local Factor of Safety (SoF). This resulting FoS, which depends 
on a soil description and soil water behavior, are successfully applied as a 
prediction for slope failure in a variety of regions around the world (van Beek 
& Van Asch, 2004; Kuriakose et al., 2009; Mergili et al., 2014a). Recent 
approaches, such as the method by Mergili et al. (2014b), are focused on 
providing estimation of failure probability by using more accurate estimates of 
stability based on three dimensional rotational slip surface analysis following 
Xie et al. (2004). A similar approach, but instead using Bishops Simplified 
method, is used in Scoops3D to find approximate failure volumes for rotational 
slides (Reid et al., 2015). Specialized models are thus frequently used to 
investigate shallow landslides and debris flows. 
Despite all the currently available models, combined approaches to debris flow 
initiation and runout are scarce. Empirical initiation and runout models, such 
as Flow-R combine landslide failure criteria and possible flow patterns to create 
susceptibility maps (Horton et al., 2013). However, their method is semi-
physical in nature and doesn’t include failure volumes, rheology nor 
entrainment. Fan et al. (2017) introduced an innovative way to approach 
catchment-scale landslide modeling. For their approach, the failure plane is 
static, and defined as the lithic contact. Furthermore, hydrological processes 
are still generally neglected, and the stability and runout models are coupled 
through a one-way link. Finally, Mergili et al. (2011), provided a more in-depth 
analysis of the what sort of approaches to integrated simulation of debris flows 
could be taken. Their analysis covered wetting front based slope stability and 
failure in a small catchment, and simulation of erosion by runoff, both leading 
to debris flow runout. The authors solved runout by using a two-parameter 
semi-deterministic frictional model routed over the terrain. While the currently 
available models provide useful investigative and predictive tools, integrated 
simulations using fully physically based descriptions of all related processes 
could still increase understanding and usability of numerical simulations. 
Most existing hydrological, slope stability and debris flow runout models focus 
on specific processes without the possibility of interactions or feedbacks 
between the processes. However, in practice processes such as slope failure, 
flow directions, infiltration and flow properties such as viscosity all influence 
each other. Flooding and debris flows in particular have frequent interactions 
due to their common metrological trigger. In many cases, interactions between 
debris flows and flooding substantially influence the behavior of both 
processes. When these phenomena are neglected, the predictive power of 
models is substantially limited. A major example of these interactions are 
blocked rivers or drainage channels by debris flows, resulted in alternating 
waves of debris flows and flooding (Tan et al., 2012; Adegbe et al., 2013; Luna 
et al., 2014). Debris flows can also interact with overland flow causing 
decreased viscosity. Hieu et al. (2010) found that dilution of a debris flow by 
directed overland flow caused runout over a larger area, including the streets 
of a nearby village. In order to increase the understanding of hydrology, 
shallow landslides and the debris flows that are caused by these, a holistic and 
integrated approach should be considered. 
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A common obstacle in the modeling and prediction of shallow landslides and 
debris flows is the accuracy of input data and parameters (van Westen, 2006; 
van Westen, 2008; Mergili et al., 2011 ;Nikolopoulos et al., 2015). Physically-
based models are often limited in accuracy by the spatial resolution of elevation 
and soil data. Slope instability caused by structural weakness provides a 
particularly large challenge for current modeling methods since the sub-surface 
structure is generally unknown over larger areas (van Westen, 2006). The 
availability of accurate soil data, both in terms of their spatial variation in type 
and thickness, and associated geotechnical and hydrological properties can be 
a major limiting factor. An integrated approach to model slope failure, debris 
flows and hydrology could only be used when sufficient input data is available. 
In the past decade however, the data problem has become less severe due to 
increasing availability of detailed data. High-resolution elevation products such 
as Lidar DEMs have become widely available (Tarolli, 2014). Major 
improvements have been made in estimating soil data from various sources 
such as national soil maps and satellite data (Hengl et al., 2017). Furthermore, 
soil depth estimations based on statistical correlation of topographical 
parameters have shown increasing accuracy. Lastly, when slope failure is not 
estimated an initial volume is often used for runout calculation. In this case, 
the influence of hydrology and other processes on debris flow runout is still 
neglected. Thus, an integrated model can provide further improvements 
compared to traditional methods even when insufficient data is available for 
prediction of slope failure. 
The objective of this paper is to develop and test an integrated model to 
analyze the influence of rainfall-triggered shallow landslides and debris flows 
in a hydrological catchment model. Slope failures are estimated by using an 
adaptation on the classic infinite slope stability method. To simulate debris 
flows, the two-phase generalized debris flow equations by Pudasaini (2012) 
are implemented. These methods are included in the OpenLISEM model (Bout 
& Jetten, 2018). In order to test the performance of the aforementioned model, 
we attempt to model the impact of a convective storm that hit the south-
eastern coast of Sicily in 2009 (Lombardo et al., 2015; Lombardo et al., 
2018a). Finally, several alternatives of the developed modeling method are 
tested and a sensitivity analysis is performed. 

4.2 Materials and Methods 

4.2.1 Schematic Model Description 

Combining the discussed methods, we created a modeling method that 
incorporates both hydrological processes such as rainfall, interception, 
infiltration, flow, and morphological processes such as shallow landslides, slope 
failure, and landslide runout. A simplified flow chart for the final model is shown 
in  
Figure 4-1. When sediment components are absent, the model reduces to a 
fully functioning hydrological catchment model. 
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Figure 4-1 A simplified flow chart for the new OpenLISEM model. 

4.2.2 Model Basis 

In order to integrate the occurrence of shallow landslides, debris flows and 
flash flooding within a single model, we used the Open Source Limburg Soil 
Erosion Model (OpenLISEM) as a basis. OpenLISEM is a physically-based 
numerical model with the purpose of event-based runoff, flooding and erosion 
modeling on a catchment scale. LISEM is fully spatially distributed and uses a 
topography-following grid to solve both cell specific processes, and the 
differential equations governing flow.  
The OpenLISEM model implements multiple types of infiltration models such 
as Smith & Parlange (1978) and the SWATRE full vertical soil water balance 
model (Bastiaanssen et al., 1996). The simulations in this paper use the Green 
& Ampt infiltration model, which assumes a wetting front moving down into 
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the soil due to infiltrating rainfall (Green & Ampt, 1911). The resulting potential 
infiltration is subtracted from the available surface water (4.1). 

4. 1 f୮୭୲ ൌ  െKୱ ൬ψ 
θୱ െ θ୧

F
 1൰  

Where  𝑓௧   is  the  potential  infiltration  rate  (𝑚 𝑠ିଵ), 𝐹  is  the  cumulative 

infiltrated water (𝑚), 𝜃௦ is the porosity (𝑚ଷ 𝑚ିଷ), 𝜃 is the initial soil moisture 
content (𝑚ଷ 𝑚ିଷ), 𝜓 is the matric pressure at the wetting front (𝑚) and 𝐾௦ is the 
saturated conductivity (𝑚 𝑠ିଵ).  
Input data consists of soil, land surface and terrain properties (Figure 4-2). 
Surface properties such as buildings, roads and channels are defined as 
fraction of a cell’s surface. The hydrological processes that are simulated within 
OpenLisem are extensive and include interception by vegetation, surface 
micro-ponding and dynamic flow. Further details on the underlying physical 
principles of OpenLISEM can be found in Baartman et al. (2012) and Jetten 
and De Roo (2001).  
 

 
Figure 4-2 The input data layers for OpenLisem. 

4.2.3 Flow Equations 

Overland flow within OpenLISEM is a combination of runoff and flooding. All 
flow computations are based on the full Saint-Venant equations for shallow 
flow (Equation 4.2 - 4.7). 
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Where h is the flow height (𝑚), u is the flow velocity (𝑚 𝑠ିଵ), R is the rainfall 
(𝑚), I is the infiltration (𝑚), g is the gravitational acceleration (𝑚 𝑠ିଶ), S is the 
friction term (𝑚 𝑠ିଶ) and S is the momentum source term (𝑚 𝑠ିଶ) 
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The friction slope terms, which are the friction forces divided by the water 
height and the gravitational acceleration, can be calculated using the Darcy-
Weisbach friction law (Chow, 1959) (Equation 7). 

4. 7 Sf ൌ
g 

n2

uሬ⃗ |uሬ⃗ |

h
4
3

 

Where n is the Manning’s n friction coefficient (𝑠 𝑚ି
భ
య). 

4.2.4 Slope Stability 

The implemented method for estimating slope stability is based on the infinite-
slope method. In this method both the local downslope and local resisting 
forces are calculated. Downslope force is based on the assumption that the 
failure plane is parallel to the surface plane. The weight of the soil section is 
calculated by using soil density, porosity and effective soil saturation. The 
effective soil saturation is the average of the saturation above the wetting front 
and below the wetting front (Equation 4.8).  
4. 8 W ൌ  ൫γ െ mγw൯z  
Where W is the weight of the soil column (N), 𝛾 is the soil density (𝑘𝑔 𝑚ିଷ), 𝛾௪ 
is the density of water (𝑘𝑔 𝑚ିଷ), z is the soil depth (m) and m is the ratio 
between the depth of the saturated zone and the soil depth. 
Force capacity is based on the Mohr-Coulomb failure criterion (Equation 4.9) 
4. 9 t ൌ  c   N tan൫ϕ′൯  
Where t is the shear stress, c is the cohesion (kPa) , N the normal force acting 
on the soil column (N), ϕᇱ the internal friction angle (°). 
Within the soil description, a wetting front is assumed, together with a 
homogeneous initial soil moisture content (Figure 4-3). Combining the provided 
equations, the factor of safety is calculated based on simple raster-based soil 
data (Equation 4.10).  

4. 10 SF ൌ  
c′  c  ቀ൫γ െ mγw൯z  mγwzቁ cosሺβሻ2 tan൫ϕ′൯

ቀ൫γ െ mγw൯zቁ sinሺβሻ cosሺβሻ
 

Where 𝑆𝐹 is the safety factor (-), 𝛽 is slope of the soil section (-), c is the 
cohesion of the soil (kPa), 𝑐ᇱ is the apparent cohesion of the soil (kPa) and 𝜙ᇱ 
is internal friction angle of the soil (-). Here the apparent cohesion consists of 
additional root cohesion and a matric suction term.  
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Figure 4-3 An example of a simplified physical description of the soil layer. 
 
When the safety factor decreases below 1, the soil section is unstable and 
failure depth will be calculated. Within the safety factor equation, stability 
decreases when soil depth increases. Calculations for the entire soil depth thus 
provide the lowest possible safety factor. Therefore, by calculation stability for 
the complete soil column, failure of smaller surfaces is similarly detected.  

4.2.5 Slope Failure 

When a raster element with a particular slope is determined to be unstable 
based on equation 10, the next step is to determine the failure volume. Within 
the infinite-slope method, several assumptions should be made to estimate 
failure volume. In reality, forces propagate through the subsurface, and 
stability should be calculated through the method of slices, using circular or 
irregular sliding surfaces with methods such as Fellenius (Fellenius, 1936) , 
Janbu (Janbu, 1973) and Morgenstern (Morgenstern, 1956) . For the stability 
of a row of soil sections in pixels, the total of force capacity and demand must 
therefore be taken into account. However, we assume there is no information 
about subsurface structure. There is therefore, no knowledge about subsurface 
forces and any possible plane that lies parallel to the surface is allowed to act 
as failure plane. To overcome this, we utilize another approach. For every 
group of unstable cells at any moment, a toe can be defined between the lowest 
unstable cells, and the stable cells underneath those. Here the downstream 
cell provides enough force capacity and the upstream cell does not. Therefore, 
a force equilibrium must be present between these cells. A visual 
representation of such as situation is provided in Figure 4-4, where Fd is the 
force demand, and Fc is the resisting force. 
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Figure 4-4 A force diagram for the landslide toe. An equilibrium point must exist 
immediately downstream of the toe. 
 
At the toe location, slope failure is initiated for the upslope cell. Based on this 
assumption, the safety factor equation is solved to find the depth of the 
remaining soil that is required for stability. This is possible since we assume 
any plane parallel to the surface could be the failure plane. Any material above 
this stable depth is indicated as slope failure. Due to the slope failure, the slope 
of the surrounding cells changes. In particular, the upslope cells experience an 
increase in slope, leading to a decrease in stability. We thus repeat the process 
of finding the stable depth, and initiate slope failure repeatedly, until no 
unstable cells are left. This iterative method of finding stable soil depth, 
provides an estimation of failure volume. 
 
In reality, the change in stability is not caused by changing slope, but rather 
by a change in force propagation through the subsurface. Any cell directly 
upslope of a failure could experience a change in resisting force. Thus, the 
stability of the upslope cell changes. Since there is no detailed knowledge about 
the forces that propagate through the subsurface, we use the assumption that 
the failure plane must be parallel to the surface. When the local slope changes, 
the local failure plane direction and thus stability similarly changes.  
 
An example of results from the iterative slope failure method is shown in Figure 
4-5. The safety factor of the fourth cell indicates instability. A stable soil depth 
is calculated and the slope is altered. Based on the altered slope, the safety 
factor is recalculated for upslope cells. In this particular example, three upslope 
cells become unstable, and slope failure is initiated in four iterations. After the 
iterative process, the full failure volume is instanteneously added to the flow 
equations. 
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Figure 4-5 A 2D example of the result of using iterative slope failure with a finite element 
factor of safety. 

4.2.6 Debris Flow Equations 

To simulate the flow dynamics and interactions of floods and nun-uniform 
debris flows, a set of two-phase equations is required. An extensive set of two-
phase debris flow equations are available from Pudasaini (2012). This set of 
equations contains a physically based two-phase momentum balance. Besides 
pressure and gravitational forces, it includes viscous forces, non-Newtonian 
viscosity, two-phase drag and a Mohr-Coulomb type friction force for the solid 
phase (Equations 4.11 - ). Based on the current and local state of flow, forces 
increase in magnitude. This approach allows for a smooth transition between 
non viscous flow, hyper concentrated streamflow and debris flows. 
Furthermore, the interactions between distinct flow types are automatically 
solved. 
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4.14 
Where αୱ and α are the volume fraction for solid and fluid phases (-), Pୠ is the 
pressure at the base surface (Kg mିଵsିଶ),b is the basal surface of the flow (m), 
Nୖ is the Reynolds number (-), Nୖఽ

 is the quasi-Reynolds number (-), Cୈୋ is 
the drag coefficient (-), ρ is the density of the fluid (kg mିଷ), ρୱ is the density 
of the solids (kg mିଷ), γ is the density ratio between the fluid and solid phase(-
), χ is the vertical shearing of fluid velocity (m sିଵ), ε is the aspect ratio of the 
model (-), ξ is the vertical distribution of αୱ (mିଵ). 
 
 Within the momentum equations, the Reynolds number is used to scale 
turbulent and viscous forces.  
Here, we follow Pudasaini (2012) for the definitions of the normal and quasi-
Reynolds number (Equation 4.15 and 4.16). 

4. 15 NR ൌ
√gLHρf

αfη
 

4. 16 NRA
ൌ

√gLHρf

Aη
  

Where 𝐿 is the length scale of the flow (m), 𝐻 is the height of the flow (m), 𝜂 
is the viscosity (𝑘𝑔 𝑠ିଵ 𝑚ିଵ) and 𝐴 is the mobility of the interface (-) 
To apply these two-phase equations successfully in a catchment-based model, 
we replace the frictional force for the water phase with the Darcy-Wiesbach 
equation for water flow friction. To complete the set of equations that govern 
debris flow-dynamics, several flow properties are estimated based on the 
volumetric sediment content. Viscosity is based on an empirical relation by 
O’Brien and Julien (1985) (Equation 4.17). 
4. 17 η ൌ  αeβαs  
Where α the first viscsosity parameter (-) and β the second viscosity parameter 
(-). 
The drag coefficient is based on the relation provided by Pudasaini (2012) 
(Equation 4.18 - 4.21). 
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Where Re is the Reynollds number (-),d is the median grain diameter (-), U 
the settling velocity (𝑚 𝑠ିଵ) and M is an empirical parameter depending on the 
Reynolds number (-). 
Finally, the settling velocity of small (d < 100 𝜇𝑚) grains is estimated by Stokes 
equations for a homogeneous sphere in water. For larger grains, the equation 
by Zanke (1977) is used (Equation 4.22). 
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4.3 Application of the Model 
The described methods were applied in a test area to model the initiation and 
runout of the debris flows that were caused by the 1 October, 2009 convective 
storm hitting the North-Eastern part of Sicily, Italy. This event had a maximum 
rainfall intensity of 120mm/hour and a return period of 1 in 30 years (Aronica 
et al., 2011). Rainfall data for the S. Stefano Briga and Fiumedinisi rainfall 
stations are shown in Figure 4-6, being provided by the local administration. 
The event caused landslides, debris flows and flash flooding in the area 
between St. Stefano Briga and Fiumedinisi. A statistical analysis of the 
landslides and causal factors was carried out by Lombardo et al. (2016) and 
Trigila et al. (2015). Furthermore, debris flow simulations have been performed 
for several villages that were hit by debris flows during this event (Cama et 
al., 2017; Lupiano et al., 2016; Stancanelli et al, 2013).  
 

 
Figure 4-6 Rainfall data for the 1-10-2009 rainfall event in south-west Sicily. Temporal 
resolution of the rainfall is 10 minutes. Source: (http://www.osservatorioacque.it/) 
 
For this study, the Scaletta catchment, a 4.3 Km2 area between St. Stefano 
Briga and Fiumedinisi has been selected as study site (Figure 4-7). A landslide 
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inventory for the event is available, based on areal images (Lombardo et al., 
2014). A total of 395 shallow landslides took place during or directly after the 
event in the selected area. Landslides in the neighboring catchment consisted 
mostly of the layer of weathered surface material, between 0.5 and 2.5 meters 
in depth (Lombardo et al., 2015). The inventory does not distinguish between 
source and deposition areas of each individual shallow landslide. Instead, the 
full impact area is delineated by the polygons. Figure 5 illustrates the elevation, 
landslide inventory, land use types and soil types. This coastal region is 
characterized by steep slopes, and three small channels that drain towards the 
sea. Infrastructure, in the form of a highway and railway lines are 
predominantly located parallel to the coast, flanked with a string of small 
settlements. The highway is partly tunneled, or built on bridges, and does not 
actively block any flow. Land use types consist predominantly of shrubs/sparse 
forest mixed with areas of agriculture. Small patches of forest are present in 
the inland regions. The most common soil is of colluvial origin and consists of 
sandy soils upstream, and clayey soils near the coast. These are the result of 
pedogenetic processes taking place on a medium to high grade metamorphic 
parent rock primarily consisting of paragneiss, micaschists, phyllites and meta-
arenites (Cama et al., 2015). Their weakening, transport and deposition in the 
form of unstable unconsolidated soils is further facilitated by a long history of 
compressional and more recent extensional tectonic regimes (Somma et al., 
2005). 
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Figure 4-7 Input data for the Scaletta catchment. Location (top) Elevation model and soil 
texture (middle), landslide inventory and land use map (bottom). 

4.3.1 Required Data 

An overview of the input data for the model, the data sources, and the spatial 
resolution are provided in Table 4-1. Most of the required input parameters 
were estimated based on the digital elevation model (DEM), land use map and 
soil texture map (Table 4-2). The native spatial resolution of the national soil 
texture map of Sicily is course (Lombardo et al., 2018b). The soil texture map 
was therefore validated and adapted with field measurements, collected by 
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Costantini et al. (2014) and Schillaci et al. (2017). Initial conditions for soil 
moisture content were based on the hydrological modeling by Aronica et al. 
(2012). The landslide inventory was interpreted from high resolution images, 
field checked and rasterized. Rainfall data, with a temporal resolution of 10 
minutes, was collected for two nearby station, S. Stefano and Fiumedinisi. 
 
Table 4-1 The data used in the model, their sources and spatial resolutions. 
Input 
Data 

Method Spatial 
resolution 

Source 

Elevation 
Model 

Lidar DEM (0.22 m 
vertical-accuracy) 

2 meters A.R.T.A. (2008) 

Land Use 
Map 

Sentinel-2 Supervised 
Classification  

10 meters Copernicus 
Sentinel Data, 
2015 

Soil 
Texture 
Map 

Country-wide Soil 
Texture Product 

200 meters Fierotti et al., 1988 

NDVI Spot-6 Satellite Product 4 meters KompSat 2 Data, 
2010 

 
Table 4-2 Maps that are derived from the input data maps, and how they were validated. 
Elevation 
Model 

Soil Texture Map Land Use Map NDVI  

Slope Saturated 
Conductivity2 

Mannings N Vegetation 
Cover1 

Soil Depth2 Porosity Surface 
roughness 

Leaf Area Index1 

Channel 
Location1 

Soil Cohesion Vegetation 
Height1 

 

Channel Depth1 Density2 Root Cohesion  
1 Validated with areal and site images   2 Validated with field measurements 

We calculated both the leaf area index and vegetation cover based on the 
Normalized Differential Vegetation Index (NDVI). For vegetation cover, we 
linearly scale between minimum and maximum NDVI value (Choudhury et al., 
1994). For the leaf area index, the vegetation cover is used in an empirical 
relationship (Equation 4.23) (Choudhurt, 1987). 

4. 23 LAI ൌ
lnሺ1 െ vegetationcoverሻ

9.1
 

With LAI the leaf area index (-). 

4.3.2 Spatial Soil Depth Estimation 

Unfortunately there was no spatial data concerning soil depth available within 
the extent of the study area, except for a limited number of field 
measurements, and estimations based on the interpretation of oblique 
photographs of landslide scars after the event. Soil depth forms one of the 
most vital parameters in the case of shallow landslides, and a spatial estimate 
had to be made (Kuriakose et al., 2009). Spatial soil depth was estimated using 
the method described by Kuriakose et al. (2009). In this method, variables 
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such as slope, profile curvature, distance form channels, wetness index and 
distance from the coast are statistically related to the measured soil depth. 
This statistical model was used to provide an estimation of soil depth in the 
entire catchment. For our case, the final statistical model took the form of 
equation 4.24. 
 
4. 24 SD ൌ Intersect   a ∗ dcoast  b ∗ dchannel  c ∗ s  d ∗ c  
 
Where SD is the soil depth (m), a,b,c,d are constants (-) derived from 
statistical analysis, dୡ୭ୟୱ୲ is the distance to the coast (m), dୡ୦ୟ୬୬ୣ୪ is the distance 
to the nearest channel (m), s is the slope of the surface (m mିଵ) and c is the 
profile curvature of the surface (mିଵ). 
Based on the statistical correlation, the values for the constant are provided in 
Table 4-3. 
 
Table 4-3 The constants derived from the statistical correlation of soil depth to 
topographical parameters. 
 
 
 
 
 
 
The fitted relationship between predicted and estimated soil depth has a slope 
of 0.90 and R2 of 0.69 (Figure 4-8). Due to the low number of available soil 
depth measurements, the R2 is relatively low. However, the trend line between 
predicted and measured soil depth gives a slope of 0.90, which confirms the 
expected trend. The resulting average soil depth of the study catchments is 
1.29 meters. The spatial distribution of soil depth is shown in Figure 4-8. 
Schiliro et al, (2015) have used the soil depth model by Saulnier et al. (1997) 
which relates soil depth to slope, and depends on the maximum and minimum 
soil depth as parameters. The results from these calculations show similar 
trends as the results from equation 23. However, besides our higher spatial 
resolution, our statistical correlation uses a higher number of variables to 
predict soil depth and can therefore account for a greater variability.  
 

intersect 2.37 
a 0.01 
b 0.12 
c 1.03 
d 2.73 
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Figure 4-8 The spatial distribution of predicted soil depth, and the correlation between 
predicted and estimated soil depth 

4.3.3 Simulations and Calibration Method 

To compare our modeling method to existing similar methodologies, several 
simulations were performed (Table 4-4). Firstly, the full method was used, 
simulating slope failure locations, timing and runout, together with catchment 
hydrology. Secondly, the landslide inventory was used to provide a predefined 
failure volume. The highest 20 percent of the inventory impacted areas was 
taken as initiation area. The depth of failure was varied to be 50, 70 and 90 
percent of the soil depth. This volume is introduced in the middle of the 
precipitation event. Finally, both these simulations were repeated without the 
addition of the hydrology component. When hydrology is not simulated, rainfall 
is neglected and soil moisture contents are equal to their initial value. This 
simplifies the model to a more traditional catchment model. However, without 
additional infiltration, slopes can not become unstable. Therefore, we alter the 
initial moisture content to an estimation of soil moisture after 50 percent of 
the rainfall event has passed. This causes the slope failure to be initiated 
immediately. 
From satellite images , reports and photos it can be observed that a debris flow 
fan was formed during the event (Figure 4-9).  
 

 
Figure 4-9 Images of the Scaletta catchment before and after the 1-10-2009 event (left). 
Photograph of the Giampillieri catchment outlet one day after the event (right). 
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Finally, in order to validate the transportation of debris flow solids, a simulation 
was performed where coastal water is included in the model. This allowed for 
the formation of the debris fan. A section of 100 meters of linearly decreasing 
elevation was added along the coast line. Slope was estimated from the coastal 
elevation published by Casalbore et al. (2011). At the computational 
boundaries, forced water volumes were set to simulate the sea level. Initial 
velocities were set to zero, since no information was available considering sea 
currents during the event. 
 
Table 4-4 Performed Simulations.  
Simulation Includes 

Hydrology 
Failure 
from 
Inventory 

Fraction of 
soil used in 
failure 

Coast 

A1 No Yes 0.5 No 
A2 No Yes 0.7 No 
A3 No Yes 0.9 No 
B1 Yes Yes 0.5 No 
B2 Yes Yes 0.7 No 
B3 Yes Yes 0.9 No 
C Yes No - No 
D Yes No - Yes 

 
All simulations were calibrated to the runout patterns in the landslide 
inventory. Calibration was performed manually by altering important input 
parameters. Based on theoretical considerations, the soil cohesion, internal 
friction angle, infiltration rate and initial moisture were varied by multiplying 
these input maps with a scalar value. Accuracy was calculated using Cohen’s 
Kappa (Equation 4.25). This measure of model efficiency takes into account 
both correctly predicted positives, negatives, and incorrectly predicted areas. 

4. 25 κ ൌ
p0 െ pe
1 െ pe

 
Where 𝑝 is the total accuracy (-) and 𝑝 is the probability of uncorrelated 
agreement (-). 
The probability of uncorrelated agreement indicated the chance that simulated 
and predicted maps agreed due to chance. For a binary system with two 
observers, 𝑝 can be calculated with equation 4.26. 
 

4. 26             p ൌ
Nୟ୰

N୲୭୲ୟ୪
                     pୣ ൌ

Nଵ,୮୭ୱ ∗ Nଶ,୮୭ୱ

N୲୭୲ୟ୪
∗  

Nଵ,୬ୣ ∗ Nଶ,୬ୣ

N୲୭୲ୟ୪
 

 
Where 𝑁௧௧ is the total number of measurements (-), 𝑁 is the number of 
agreed measurements and N୧,୮୭ୱ and N୧,୬ୣ are the numbers of measurements 
where observer i is respectively positive or negative (-). 
Since our inventory of the event consists only of full shallow landslide/debris 
flow impact areas and does not distinguish between source and deposition 
areas, the validation of failures is performed using the 20 percent highest 
elevations for each landslide impact polygon. An overlap of a failure area might 
not overlap with the actual source area of the inventory, but instead with part 
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of the runout. For completeness with give the correlation between failures and 
the inventory as a mere indication of correlation between the two. 

4.4 Results 
First we analyzed the runout of shallow landslides and debris flows with the 
inventory. The resulting slope failure patterns and debris flow runout patterns 
were compared with the inventory. However, the comparison was complicated 
due to several aspect. The landslides in the inventory were only mapped to the 
point where they reached a channel. In reality, however, the runout often 
extended much further, and landslide materials were incorporated in debris 
flows. Since the model counts any location, including a channel, with high solids 
content as a debris flow, the channel regions have been masked to be excluded 
from the accuracy calculation. 
The simulated slope failure depth, and a comparison between simulated slope 
failure and the landslide inventory are shown in Figure 4-10 respectively. A 
comparison of the failures with the estimated failure zones shows an accuracy 
of 95.9 percent, with a kappa value of 0.27. This is an over-estimation of actual 
accuracy since failures can overlap with the runout regions.  
 

 
Figure 4-10 A comparison of simulated slope failure with the landslide inventory for the 
Scaletta catchment (Left). The simulated failure depth (Right). 
 
Figure 4-11 shows maximum debris flow height during simulations with and 
without hydrology. Here, both slope failure and runout are simulated. 
Furthermore, the comparison between simulated runout patterns and the 
landslide inventory is shown. Table 4-5 shows the accuracy of the predicted 
debris flow runout and slope failures. The accuracy of the simulated runout 
patterns are 89.9 and 91.8 percent with kappa coefficients of 0.211 and 0.216 
with and without hydrology, respectively.  
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Figure 4-11 Maximum debris flow depth, both with hydrology (left) and without 
hydrology (right), and a comparison of debris flow runout with the landslide inventory, 
with channels removed (bottom) 
 
Table 4-5 Comparison between model results and the landslide inventory (TP = 
Percentage True Positive, TN = True negatives (%), FP = Fasle positives (%), FN = False 
negatives (%)) 
 TP 

(%) 
TN 
(%) 

FP 
(%) 

FN 
(%) 

Cohens 
Kappa 

Accuracy 
(%) 

Predicted Nr 
Landslides 

Missed Nr 
Landslides 

Landslide Inventory 4.9 95.1 0 0 1 100 395 0 
Debris Flow Runout         
    With Hydrology 2.0 87.9 7.0 3.2 0.224 89.9 496 42 
    Without Hydrology 1.6 89.2 5.6 3.4 0.216 91.8 403 81 
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4.4.1 Simulation Results with Inventory-Based Slope Failure 

To further investigate the influence of added hydrology on the runout, we 
carried out another simulation in which we did not simulate the slope failures 
themselves in the model. Instead, we took the slope failures from the landslide 
inventory and used the volumes of these as the starting points for the debris 
flows. A comparison of debris flow runout patterns and the landslide inventory 
are shown in Figure 4-12. Here, initiation of shallow landslides is simultaneous, 
and based on the inventory instead of physically predicted. Furthermore, 
Figure 4-12 compares maximum debris flow height for inventory-based 
landslides with and without hydrology. The accuracies for these simulations are 
0.64, 0.60, 0.60 and 0.56, 0.58, 0.60 for simulations with and without 
hydrology respectively, with a failure fraction of 0.5, 0.7 and 0.9, respectively. 
A full overview of accuracies is provided in  
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Table 4-6. 

 
Figure 4-12 Debris flow runout and a masked comparison of debris flow runout with the 
landslide inventory 
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Table 4-6 Cohens Kappa values for all performed calibrated simulations. (TP = True 
Positive (%), TN = True negatives (%), FP = Fasle positives (%), FN = False negatives 
(%)) 
 TP 

(%) 
TN 
(%) 

FP 
(%) 

FN 
(%) 

Accuracy 
(%) 

Cohens 
Kappa 

Inventory 4.9 95.1 0 0 100 1 
 Debris Flow Impact Area With Hydrology 
  Failure Fraction = 0.5 3.6 92.5 2.5 1.4 96.1 0.638 
  Failure Fraction = 0.7 3.3 92.5 2.4 1.8 95.8 0.597 
  Failure Fraction = 0.9 4.3 90.4 4.4 0.9 94.8 0.596 
 Debris Flow Impact Area Without Hydrology 
  Failure Fraction = 0.5 2.4 93.9 2.8 0.9 96.3 0.559 
  Failure Fraction = 0.7 3.0 93.0 2.2 1.8 96.0 0.583 
  Failure Fraction = 0.9 3.4 92.3 1.8 3.5 95.7 0.599 

4.4.2 Simulations with Coastal Deposition 

The results of the model simulations that included a coastal section are shown 
in Figure 4-13.  

 
Figure 4-13 Final solid and fluid height with the simulation of a part of the coast. 
Simulation uses predicted slope failure and debris flow runout 

4.5 Discussion 

4.5.1 Slope Failure  

The resulting slope failure patterns show a fairly good match with the highest 
20 percent of elevation for each landslide impact polygon. While this does not 
directly confirm correlation with actual landslide source areas, it does provide 
confidence in the patterns predicted by the method. Individual landslides are 
in numerous cases predicted with high accuracy. Moreover, general patterns 
and areas of high hazard are well estimated. In terms of the number of 
landslides, 341 out of the 395 landslides overlap with the modelled slope 
failures. However, the modeled slope failures are over-estimated with 591 
predicted landslide locations. But many of these may also be represented by 
numerous small failure locations located on the edges of the channels, which 
were not mapped in the landslide inventory. One of the possible reasons for 
this could be that these were subsequently eroded by the intense debris flood 
that also left deposits on the channel sides, making it harder to map small 
slope failure events. Since the over-predicted landslides were small in volume, 
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they added relatively small volumes to the total runout. Thus, while predictions 
for single landslides can still increase in accuracy, general patterns of slope 
instability in the catchment are well predicted. 
Many factors might be the cause of inaccuracies in predicting landslide 
locations. Primarily, the digital elevation model and estimations of soil depth 
appear to influence the location of slope failure in the performed simulations. 
In the case of relatively small shallow landslides, high spatial detail is required 
for accurate slope failure estimations. For both the calculation of slope, and in 
estimating soil depth, the quality of the elevation model determines the level 
of detail. In our study case, limited knowledge was available on the spatial 
distribution of soil depth. Soil depth was not varying for the various types of 
soils (e.g. colluvial, alluvial, residual soils). This could be responsible for most 
of the incorrect estimation of slope failure. Furthermore, landslides are 
complex processes where sub-surface structural details are important. These 
details, often formed by the morphological history of an area, can determine 
spatial patterns in slope failure. In the case of the Scaletta area, knowledge on 
subsurface structure was not available, limiting the accuracy of the model. 
The method that was implemented to estimate the failure fraction of slope 
failure provided values between 0.1 and 1.7 meters. Data on the actual depth 
of slope failure in the Scaletta catchment is only available from photographs. 
Based on field photographs taken after the event, it can be concluded that the 
slope failure depth provides reasonable estimations of the depth of the failure 
plane for the modelled landslides. The average failure depth within the 
Giampillieri region, which is the neighboring catchment with identical 
characteristics, is estimated to be near 0.75 based on field visits several days 
after the event. Within the iterative slope failure model, the slope failure depth 
is significantly influenced by calibration for the stability margin parameter. 
While over-estimating failure volumes caused an over-estimation of runout, 
decreasing viscosity could, to a limited extent, compensate this. Due to the 
nature of the model, and the large number of free parameters that determine 
the outcome, there is an unavoidable equifinality. Because of this, runout 
patterns alone are not sufficient evidence in determining accurate failure 
depths. 
In recent years, several models have attempted to estimate both slope failure 
and failure volumes. Mainly, approaches are based on random ellipsoid 
sampling of slopes. With this method, each slope segment is approached by a 
large number of randomly shaped elipsoids. The soil within this ellipsoid is then 
taken as a possible failure volume, and stability is calculated using a limit 
equilibrium method. SCOOP3D (Reid et al., 2015) and the modeling method 
by Mergili et al. (2014), implement this method. This method provides a highly 
detailed simulation of subsurface stability in a region with the best accuracy in 
the field. However, since the iterative method used in this research does not 
requires the sampling of large amounts of random ellipsoids, it can be 
performed for each hydrological calculation step. Compared to random ellipsoid 
methods, the iterative slope failure method allows for a quick assessment of 
slope stability and possible failure volume. Thus, while the assumptions in the 
iterative slope failure method are more ambiguous, calculation time strongly 
improves applicability.In another type of model, infiltration simulations are 
included in slope stability models to predict event-based slope failure on a 
catchment scale. Examples of this are iCRESTRIGRS (Zhang et al., 2016) and 
CRESLIDE (He et al., 2016). In both these models, the methods that are used 
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to estimate slope stability are highly similar. Slope stability equations are 
coupled with a dynamic soil moisture simulation. Accuracy results are therefore 
similar. The accuracy of the proposed iterative slope failure method produces 
similar accuracy in estimating slope failures, when compared to other methods. 
All current models are forced to make similar assumptions considering sub-
surface structure due to a lack of available data. However, in the case of 
iterative slope failure, failure volumes are provided without the increase in 
computation time required with random ellipsoid sampling. 

4.5.2 Runout 

Debris flow simulations were performed for two types of situations, with 
predicted initiation and inventory-based initiation. It is important to note that 
the experts only mapped the landslides from the 1-10-2009 event up to the 
channel intersection, without including the full runout. Because of this, debris 
flow runout was masked out in channel locations. Based on reports, 
photographs and the resulting debris flow deposits in the area, it is known that 
debris flows took place, and a substantial amount of material was transported 
downstream towards the coast. However, debris flow runout in channels is 
completely dependent on the channel location. Including these areas in the 
runout comparison would artificially increase performance of the runout 
simulations without indicating improved performance. Another important 
factor in the accuracy of the model comes from the small slope failures directly 
nest to the channels. These small side-channel slope failures are not included 
in the landslide inventory. Because of the debris flooding, mapping these 
landslides is a difficult processes after the event. However, since no data is 
known considering these shallow slope failures, they are indicated as 
inaccurate predictions. However, based on images and reports, numerous of 
these landslides occurred in the region (Goswami et al., 2011; Ardizzone et al., 
2012).  
In the case of prediction-based runout simulations, debris flow initiation is 
determined by predicted slope failure. Therefore, correlation with the landslide 
inventory is highly bound by the accuracy of the slope failure predictions. The 
runout patterns of predicted slope failure show reasonable correlation with the 
landslide inventory. General patterns in runout distance and debris flow density 
throughout the catchment are well predicted. Examples of the types of patterns 
that are visible in the map are provided in Figure 4-14. 
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Figure 4-14 An overview of several patterns in the predicted slope failure and debris flow 
runout. A) mostly correct B) over-estimates small slope failure along channel sides C) 
initiation along the same stream, but not correctly placed 
 
Firstly, areas where debris flows are accurately predicted are visible in Figure 
4-14a. In such patterns, that form the predominant area of the catchment, both 
runout and initiation are simulated with substantial accuracy. Secondly, Figure 
14b shows areas where debris flow runout is overestimated due to small slope 
failures on the channel sides. Thirdly, several areas of the catchment are 
similar to the patterns in Figure 4-14c. Here debris flow correlation is low. 
However, general patterns are highly similar, providing a good estimation of 
debris flow susceptibility. Based on the data that is available for the catchment, 
a perfect prediction of slope failure and debris flows can furthermore not be 
expected. To further validation of the debris flood behavior, the maximum flow 
depth can be compared to photographs from the days after the event. In the 
calibrated simulation, the maximum flow height is equal to 2.8 meters. When 
compared with field photos, this shows the realistic estimation of debris flood 
properties by the model.  
Simulation results for catchment-scale debris flow runout with inventory-based 
initiation show a good correlation with the landslide inventory. The values for 
Cohens Kappa reach 0.638 with simulated hydrology and a failure fraction of 
0.5. One of the causes of the reached accuracy is the lack of individual 
calibration. Due to the complex behavior of debris flows, calibration is required 
to achieve sufficient correlation. In the case of individual debris flows, 
parameters such as viscosity, yield stress and surface flow resistance are 
altered in order to match simulated behavior with measurements. In the case 
of catchment-scale estimations of debris flow runout, individual calibration is 
too time-consuming, and reduces predictive power. However, two important 
properties of the used methodologies compensated the lack of calibration. Due 
to the scalability of the two-phase debris flow equations by Pudasaini (2012), 
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estimations of rheological parameters was automatically performed. 
Furthermore, because of the soil data provided by Schillaci et al. (2017), the 
automatic estimations increased in accuracy. Simulation for catchment-scale 
debris flow runout with inventory-based initiation were carried out with varying 
failure depth. From the achieved accuracies it can be seen that the addition of 
hydrology significantly improved the simulation results. Without hydrology, a 
failure depth of 90 percent of the soil depth provided the highest kappa value. 
In reality slope failures were shallow, and the simulation with hydrology, which 
was most accurate at 50 percent of the soil depth, was more consistent with 
the seen slope failures. 
The simulated output for both inventory-based and prediction-based debris 
flow runout was highly influenced by the incorporation of a hydrological 
simulation. In both cases, the accuracy of simulations was significantly higher 
due to the addition of simulated hydrology. As it is shown in Figure 4-15, 
several aspects of the simulation are altered. Firstly, the runout distance of 
solid materials is highly increased. In the case of simulations without 
hydrology, runout distances often only reach near the closest channel. 
However, when a hydrological simulation is included, more material is taken 
through the channel toward the coast, where a fan of debris material was 
created at the channel outlet. Secondly, the further runout of solid material 
decreases the depth of deposits that are left on the slopes below a slope failure. 
Finally, debris material has a significant influence on the behavior of channel 
flow and flooding in the catchment. Compared to a simulation with only 
hydrology, flood velocities are reduced by the solid material that is taken 
through the channel. In some cases, debris material nearly stagnates channel 
flow, or temporarily blocks it entirely. An example of velocity reduction by the 
solid volume in the channel is shown is Figure 4-15. 

 
Figure 4-15 One of the locations in the catchment where a shallow landslide reduced flow 
velocities in the channel, partly blocking flow. 
 
The addition of hydrology altered the behavior of the debris flow simulation 
due to several effects. Firstly, viscosity lowers when debris material is diluted 
with overland flow. Secondly, solid materials experience a higher drag force 
with a large volumes of water. Thus, due to the scalability and flexibility of the 
used two-phase debris flow equations, flow properties are continuously 
influenced by the flow composition. Because of this, a variety of emergent 
behaviors arise in the model. 
Simulations of debris flow runout with hydrological modeling show the creation 
of a fan of debris material at the outlet of one of the sub-catchments in the 
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Scaletta region. A similar fan of material has been described in reports, and 
shows on satellite images taken one year after the event. Based on the areal 
images and photographs of similar fans created during the event, the total 
volume of deposited solids in the fan is estimated to be around 2460 cubic 
meters. During the simulation that was calibrated on debris flow runout, a 
volume of 3490 cubic meters was deposited in the fan. The difference in the 
predicted and estimated volumes can be explained by the fact that the satellite 
image was taken one year after the event. Thus, erosion has most likely 
decreased the size of the fan, and shifted it towards the most common direction 
of the coastal current. The implementation of debris flow runout in a 
hydrological catchment model thus provided an acceptable approximation of 
the processes that caused and lead to the creation of a fan of debris deposits 
near the coast. 

4.5.3 Influence on Hazard 

Catchment scale risk assessment often incorporates simulations of debris flow 
runout. In the case of multi-hazard risk assessment, separate models are used 
to simulate debris flows and hydrological hazards. Since shallow landslides, 
debris flows and floods share a common meteorological trigger, these 
hazardous processes often occur simultaneously. Similarly, in the Scaletta 
catchment, hazardous processes took place simultaneously. Therefore, 
integrating debris flow simulations in a hydrological catchment model has 
significantly altered the behavior of the simulated hazardous processes. As a 
result, the estimation of hazard or risk for flooding and/or debris flows would 
have been different when these hazardous processes where approached 
separately.  
In the case of the Scaletta catchment, downstream behavior of the hazardous 
processes has changed due the combined approach to debris flows and 
flooding. A comparison of maximum fluid/solid flow height for an integrated 
simulation and a flash flood simulation, is shown in Figure 4-16. In the case of 
the integrated simulation with slope failures, the reduced infiltration, and 
runout of solid materials and soil water strongly increases the total flow depth. 
A primary change in the risk is then caused by the exposure to the hazard. 
When bridges or other infrastructure are present, a further change in risk is 
created. Debris flows generally provide more impact force on blocking objects, 
such as bridges, and cause more destruction. Details such as these can, in 
scenarios considering hazardous event, make substantial difference concerning 
evacuation, and rescue travel times.  
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Figure 4-16 A comparison of maximum flow height for the scenario’s with (left) and 
without (right) predicted shallow slope failure. 
 
Finally, the hazard and risk are influenced by the presence of sediment in 
(flash) floods. Generally, flood simulations exclude sediment-related 
processes. The influence of flood deposits on the vulnerability of elements-at-
risk, is therefore often ignored. However, in the case of the Scaletta catchment, 
debris floods left substantial amounts of deposits. Deposits often are required 
to be manually removed, which can be costly and time-consuming. More costs 
could be caused by these additional damage to crops, building and 
infrastructure. For an accurate representation of risk in the case of hazardous 
processes such as debris floods, the inclusion of sediment in flood vulnerability 
curves is required.  
In the case of the presented research, calibration was required to obtain 
adequate results. In many applications of physical-based modelling, 
particularly related to hazard and risk assessment, forward analysis is useful. 
The current setup for the Scaletta area is not tested for such an application. 
Because of the physically-based implementation of all related processes, it 
seems forward predictions should be possible provided there is sufficient input 
data of high enough quality. In our case, particularly soil information was of 
low certainty, which made the soil strength parameters the values that 
required the most calibration. With all currently available methods, forward 
predictions of complex multi-hazard events should become increasingly 
accurate with more available data. Further research should investigate the 
possibility and accuract of forward modelling of complex multi-hazard events 
in an area with high-density measurements of soil and hydrological 
information. 

4.6 Conclusions 
Several aspects of the developed, integrated, modeling method provide added 
value above separated approaches to debris flows, shallow landslides and flood 
simulations. During the 2009 extreme event in the Scaletta catchment, a wide 
variety of processes such as slope failures, debris flooding, channel blocking 
and solids deposition occurred. Our developed modelling approach allowed for 
replication of the multi-hazard impact of the event. Application of a physically 
based multi-hazard model allows for simulating this broad spectrum of 
hazardous phenomena. When separated simulations are used in the analysis 
of event such as these, critical aspects of the event are not simulated. This 
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affects both the potential for investigative use and predictive power. 
Furthermore, resulting risk and hazard could be seriously under-predicted 
when debris flows and flooding, which often take place simultaneously, are 
separately analyzed. Using a model that integrates (flash) flood behavior, 
shallow landslides, and debris flow runout, can thus increase the accuracy of 
hazard and risk assessment. 
The purpose of the developed model in this case study is not the accurate 
prediction of the temporal and spatial location of slope failure. Lack of available 
data limits the predictions of slope failure to mere estimations and 
probabilities. Furthermore, the developed model does not provide a full 
description of all relevant processes. OpenLISEM is event-based in nature, and 
therefore neglects long-term physical processes, such as lateral ground water 
flow and evaporation, which are relevant in slope stability modeling on a longer 
time-scale. It is rather meant for physically based simulation of behavior of 
slope failure, debris flow runout and interactions with catchment hydrology. 
Detailed local knowledge of landslide risk requires both field visits by experts, 
and collecting subsurface structure data. While OpenLISEM is not meant for 
long-term slope prediction modeling, it can be used for several other important 
applications. Applications for the Investigation into the physical processes that 
lead to and cause hazardous processes in a catchment is the first and primary 
usage. A second important use is the simulation of scenarios in risk and hazard 
assessment. Finally, investigation into the effectiveness of measures, and the 
assessment of downstream hazards are an important functionality of 
OpenLISEM.  

4.6.1 Software Availability 

OpenLISEM is a freely available model that features a full interface and 
documentation (https://blog.utwente.nl/lisem/). It furthermore provides tools 
for erosion modeling and (flash) flood predictions. Development of OpenLISEM 
is an open-source process, and anyone can participate. Source-code of the 
model that is presented in this paper, and older versions of OpenLISEM are 
therefore available online (https://sourceforge.net/projects/lisem/). 

4.6.2 Future Research 

Before integrated modeling approaches could be applied in hazard and risk 
analysis, several research directions might require further investigation. 
Firstly, vulnerability curves are generally investigated separately for flood and 
debris flow processes. More-over, sediment is often completely neglected in 
flood vulnerability, while both debris flood and flood deposits provide 
substantial costs and possible hazard. The inclusion of sediment and the 
combination of debris flow and flood vulnerability should, for some regions, be 
investigated. Secondly, the proposed modeling approach was tested 
predominantly with data from remote sensing sources. While this allows for 
usage in data-poor regions, the model performance depends largely on the 
quality of the digital elevation model. The effect however, of digital elevation 
models of separate sources, is still to be investigated 
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5 Generalized Mass Movements Equations 
for Semi-Structured Runout 

This chapter has been submitted as B. van den Bout, T. van Asch, W. Hu, C. 
Tang, O. Mavrouli, V. G. Jetten, C. J. van Westen (under review) Towards a 
model for structured mass movements: the OpenLISEM Hazard model 2.0a 
5.1 Introduction 
The earths rock cycle involves sudden release and gravity-driven transport of 
sloping materials. These mass movements have a significant global impact in 
financial damage and casualties (Nadim et al., 2006; Kjekstad & Highland, 
2009). Understanding the physical principles at work at their initiation and 
runout phase allows for better mitigation and adaptation to the hazard they 
induce (Corominas et al., 2014). Many varieties of gravitationally-driven mass 
movements have been categorized according to their material physical 
parameters and type of movement. Examples are slides, flows and falls 
consisting of soil, rocks or debris (Varnes, 1987). Major factors in determining 
the dynamics of mass movement runout are the composition of the moving 
material and the forces during initiation and runout. Physically-based models 
attempt to describe the internal and external forces of all these mass 
movements in a generalized form (David & Richard, 2011; Pudasaini, 2012; 
Iverson & George, 2014). This allows these models to be applied to a wide 
variety of cases, while improving predictive range.  
Dynamics of geophysical flows are complex and dependent on a variety of 
forces due to their multi-phase interactions (Hutter et al., 1996). Generally, 
understanding and prediction of geophysical flows takes place through 
numerical modelling of the flow. A variety of both one, two and three- 
dimensional sets of equations exist to describe the advection and forces that 
determine the dynamics of geophysical flows. Examples that simulated a single 
mixed material (Rickenmann et al., 2006; O’Brien et al., 2007; Luna et al., 
2012; van Asch et al., 2014). Two phase models describe both solids, fluids 
and their interactions and provide additional detail and generalize in important 
ways (Sheridan et al., 2005; Pitman & Le, 2005; Pudasaini, 2012; George & 
Iverson, 2014; Mergili et al., 2017). Recently, a three-phase model has been 
developed that includes the interactions between small and larger solid phases 
(Pudasaini & Mergili, 2019). Typically, implemented forces include gravitational 
forces and, depending on the rheology of the equations, drag forces, viscous 
internal forces and a plasticity-criterion. However, a major assumption made 
for current models is a full mixed and fragmented nature of the material 
(Iverson & Denlinger 2001; Pudasaini & Hutter, 2003). Other models do include 
some depth-averaged strain to define a non-Newtonian viscous yield stress 
(Boetticher et al., 2016; Fornes et al., 2017; Pudasaini & Mergili, 2019). Thus, 
within current mass movement runout models, there might be improvements 
available from describing the behavior of structured mixtures. 
The general importance of the initial structured nature of mass movement 
material is observed for a variety of reasons. First, block slides are an 
important subset of mass movement types (Hayir, 2003; Beutner et al., 2008; 
Tang et al., 2008). This type of mass movement features some cohesive 
structure to the dynamic material in the movement phase. Secondly, during 
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movement, the spatial gradients in local acceleration induce strain and stress 
that results in fracturing. This process, often called fragmentation in relation 
to structured mass movements, can be of crucial importance for mass 
movement dynamics (Davies & McSaveney, 2009; Delaney & Evans, 2014; 
Dufresne et al., 2018; Corominas et al. 2019). Lubricating effect from basal 
fragmentation can enhance velocities and runout distance significantly (Davies 
et al., 2006; Tang et al., 2009). Otherwise, fragmentation generally influences 
the rheology of the movement by altering grain-grain interactions (Zhou et al., 
2005). The importance of structured material dynamics is further indicated by 
engineering studies on rock behavior and fracture models (Kaklauskas & 
Ghaboussi, 2001; Ngekpe et al., 2016; Dhanmeher, 2017). 
In this paper, existing two-phase generalized debris flow equations are adapted 
to describe runout of an arbitrarily structured two-phase Mohr-Coulomb 
material. The second section of this work provides the derivation of the 
extensive set of equations that describe structured mass movements in a 
generalized manner. The third section validates the developed model by 
comparison with results from controlled flume runout experiments. 
Additionally, this section shows numerical simulation examples that highlight 
fragmentation behavior and its influence on runout dynamics. Finally, in section 
four, a discussion on the potential usage of the presented model is provided 
together with reflection on important opportunities of improvement. 

5.2 A Set of Debris Flow Equations Incorporating 
Internal Structure 

5.2.1 Structured Mass Movements 

Initiation of gravitational mass flows occurs when sloping material is released. 
The instability of such materials is generally understood to take place along a 
failure plane (Zhang et al., 2011, Stead & Wolter, 2015). Along this plane, 
forces exerted due to gravity and possible seismic accelerations can act as a 
driving force towards the downslope direction, while a normal-force on the 
terrain induces a resisting force (Xie et al., 2006). When internal stress exceeds 
a specified criteria, commonly described using Mohr-Coulomb theory, 
fracturing occurs along the failure plane, and the material becomes dynamic. 
Observations indicates material can initially fracture predominantly at the 
failure plane (Tang et al., 2009 Davies et al., 2006). Full finite-element 
modelling of stability confirms no fragmentation occurs at initiation, and runout 
can start as a structured mass (Matsui & San, 1992; Griffiths & Lane, 1999).  
Once movement is initiated, the material is accelerated. Due to spatially non-
homogeneous acceleration, either caused by a non-homogeneous terrain 
slope, or impact with obstacles, internal stress can build within the moving 
mass. The stress state can reach a point outside the yield surface, after which 
some form of deformation occurs (e.g. Plastic, Brittle, ductile) (Loehnert et al., 
2008). In the case of rock or soil material, elastic/plastic deformation is limited 
and fracturing occurs at relatively low strain values (Kaklauskas & Ghaboussi, 
2001; Dhanmeher, 2017). Rocks and soil additionally show predominantly 
brittle fracturing, where strain increments at maximum stress are small 
(Bieniawaski, 1967; Price, 2016; Husek et al., 2016). For soil matrices, cohesive 
bonds between grains originate from causes such as cementing, frictionl 
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contacts and root networks (Cohen et al., 2009). Thus, the material breaks 
along either the grain-grain bonds or on the molecular level. In practice, this 
processes of fragmentation has been both observed and studied frequently. 
Cracking models for solids use stress-strain descriptions of continuum 
mechanics (Menin et al., 2009; Ngekpe et al., 2016). Fracture models 
frequently use Smooth Particle Hydrodynamics (SPH) since a Lagrangian, 
meshfree solution benefits possible fracturing behavior (Maurel & Combescure, 
2008; Xu et al., 2010; Osorno & Steeb, 2017). Within the model developed below, 
knowledge from fracture-simulating continuum mechanical models is combined 
with finite element fluid dynamic models. 

5.2.2 Model Description 

We define two phases, solids and fluids, within the flow, indicated by 𝑠 and 𝑓 
respectively. A specified fraction of solids within this mixture is at any point 
part of a structured matrix. This structured solid phase, indicated by 𝑠𝑐 
envelops and confines a fraction of the fluids in the mixture, indicates as 𝑓𝑐. 
The solids and fluids are defined in terms of the physical properties such as 
densities (𝜌, 𝜌௦) and volume fractions (𝛼 ൌ

௦

ା௦
, 𝛼௦ ൌ



ା௦
). The confined fractions 

of their respective phases are indicated as 𝑓௦ and 𝑓 for the volume fraction of 
confined solids and fluids respectively (Equations 5.1, 5.2 and 5.3).  
5. 1 αs  αf ൌ 1  
5. 2 αs൫fsc  ሺ1 െ fscሻ൯  αf൫ffc  ሺ1 െ ffcሻ൯ ൌ 1  
5. 3 ൫fsc  ሺ1 െ fscሻ൯ ൌ ൫ffc  ሺ1 െ ffcሻ൯  ൌ  1  
For the solids, additionally internal friction angle (𝜙௦) and effective material 
size (𝑑௦) are defined. We additionally define 𝛼 ൌ  𝛼௦  𝑓𝛼 and 𝛼௨ ൌ ሺ1 െ 𝑓ሻ𝛼 
to indicate the solids with confined fluids and free fluid phases respectively. 
These phases have an averaged density 𝜌௦, 𝜌We let the velocities of the 
unconfined fluid phase (u) be defined as 𝑢௨ ൌ ሺ𝑢௨, 𝑣௨ሻ. We assume velocities of 
the confined phases (c) can validly be assumed to be identical to the velocities 
of the solid phase, 𝑢 ൌ ሺ𝑢, 𝑣ሻ ൌ 𝑢௦ ൌ ሺ𝑢௦, 𝑣௦ሻ. A schematic depiction of the 
represented phases is shown in Figure 5-1.  
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Figure 5-1 A schematic depiction of the flow contents. Both structured and unstructured 
solids are present. Fluids can be either free, or confined by the structured solids. 
 
A major assumption is made here concerning the velocities of both the confined 
and free solids (sc and s), that have a shared averaged velocity (𝑢௦). We 
deliberately limit the flow description to two phases, opposed to the innovative 
work of Pudasaini & Mergili (2019) that develop a multi-mechanical three-
phase model. This choice is motivated by considerations of applicability 
(reducing the number of required parameters), the infancy of three-phase flow 
descriptions and finally the general observations of the validity of this 
assumption (Ishii, 1975; Ishii & Zuber, 1979; Drew, 1983; Jakob et al, 2005; 
George & Iverson, 2016). 
The movement of the flow is described initially by means of mass and 
momentum conservation (Equations 5.4 and 5.5). 

5. 4
∂αc

∂t
 ∇ ∙ ሺαc𝐮cሻ ൌ 0  

5. 5
∂αu

∂t
 ∇ ∙ ሺαu𝐮uሻ ൌ 0  

Here we add the individual forces based on the work of Pudasaini & Hutter 
(2003), Pitman & Le (2005), Pudasaini (2012), Pudasaini & Fischer (2016) and 
Pudasaini & Mergili (2019) (Equations 5.6 and 5.7). 

5. 6
∂

∂t
൫αcρc𝐮c൯  ∇ ∙ ൫αcρc𝐮c ⊗ 𝐮c൯ ൌ  αcρc𝐟 െ ∇ ∙ αc𝐓c  pc∇αc  𝐌DG  𝐌vm  

5. 7
∂

∂t
൫αuρf𝐮u൯  ∇ ∙ ൫αuρf𝐮u ⊗ 𝐮u൯ ൌ  αuρf𝐟 െ ∇ ∙ αu𝐓u  pf∇αu െ 𝐌DG െ 𝐌vm  

Where 𝒇 is the body force (among which is gravity), 𝑴ீ is the drag force, 𝑴௩ 
is the virtual mass force and 𝑻, 𝑻௨ are the stress tensors for solids with confined 
fluids and unconfined phases respectively. Both the confined and unconfined 
phases in the mixture are subject to stress tensors (𝑇, and 𝑇௨), for which the 
gradient acts as a momentum source. Additionally, we follow Pudasaini (2012) 
and add a buoyancy force. 
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5.2.3 Stress Tensors, Describing Internal Structure 

Our first step in defining the momentum source terms in equations 0 and 0 is 
the definition of the fluid and solid stress tensors. Current models typically 
follow the assumptions made by Pitman & Le (2005), who indicate: 
“Proportionality and alignment of the tangential and normal forces are imposed 
as a basal boundary condition is assumed to hold throughout the layer of 
flowing material … following Rankine (1857) and Terzaghi (1936), an earth 
pressure relation is assumed for diagonal stress components”. Thus, 
unstructured columns of moving mixtures are assumed. Here, we aim to use 
the full Mohr-Coulomb relations. Describing the internal tress of soil and rock 
matrices is commonly achieved be elastic-plastic simulations of the materials 
stress-strain relationship. Since we aim to model a full stress description, the 
stress tensor is equal to the stress tensor (Equation 5.8).  
5. 8 𝐓c ൌ 𝛔  
Where 𝝈 is the stress tensor for solids. The stress can be divided into the 
deviatoric and non-deviatoric contributions (Equation 5.9). Note that we switch 
to tensor notation when describing the stress-strain relationship. Thus, 
superscripts represent the indices of basis vectors, and obtain tensor elements. 
Additionally, the Einstein convention is followed (automatic summation of non-
defined repeated indices in a single term). 

5. 9 σαβ ൌ  sαβ 
1

3
σγγδαβ  

Where 𝑠 is the deviatoric stress tensor and 𝛿ఈఉ is the Kronecker delta. 
Here, we define the stress (𝜎) based on a generalized hooke-type law in tensor 
notation (Equation 5.10 and 5.11) where plastic strain occurs when the stress 
state reaches the yield criterion (Spencer, 2004; Necas & Hiavecek, 2007; Bui 
et al., 2008). 

5. 10 ϵሶelastic
αβ ൌ

sሶαβ

2G


1 െ 2ν

E
σሶ mδαβ  

5. 11 ϵሶplastic
αβ ൌ λሶ

∂g

∂σαβ
 

Where 𝜖ሶ௦௧ is the plastic strain tensor, 𝜖ሶ௦௧ is the plastic strain tensor, 𝜎ሶ  
is the mean stress rate tensor, 𝜈 is Poisson’s ratio, 𝐸 is the elastic Young’s 
Modulus, 𝐺 is the shear modulus, 𝑠ሶ is the deviatoric shear stress rate tensor, 𝜆ሶ 
is the plastic multiplier rate and 𝑔 is the plastic potential function. Additionally, 
the strain rate is defined from velocity gradients as equation 5.12. 

5. 12 ϵሶ total
αβ ൌ ϵሶelastic

αβ  ϵሶplastic
αβ ൌ

1

2
ቆ

∂uc
α

∂xβ െ
∂uc

β

∂xαቇ  

By solving equations 5.9, 5.10 and 5.11 for 𝜎ሶ, a stress-strain relationship can be 
obtained (Equation 5.130) (Bui et al., 2008). 

5. 13 σሶ αβ ൌ 2Geሶγγδαβ  Kϵሶγγδαβ െ λሶ ൬K െ
2G

3
൰

∂g

∂σmn δmnδαβ  2G
∂g

∂σαβ൨  

Where 𝑒ሶ is the deviatoric strain rate (𝑒ሶ ఈఉ ൌ 𝜖ሶఊఊ െ
ଵ

ଷ
𝜖ሶఈఉ𝛿ఈఉ), 𝜓 is the dilatancy 

angle and K is the elastic bulk modulus and the material parameters defined 
from from 𝐸 and 𝜈 (Equation 5.14). 

5. 14 K ൌ
E

3ሺ1 െ 2νሻ
, G ൌ

E

2ሺ1  νሻ
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Fracturing or failure occurs when the stress state reaches the yield surface, 
after which plastic deformation occurs. The rate of change of the plastic 
multiplier specifies the magnitude of plastic loading and must ensure a new 
stress state conforms to the conditions of the yield criterion. By means of 
substituting equation 0 in the consistency condition ( డ

డఙഀഁ 𝑑𝜎ఈఉ ൌ 0), the plastic 
multiplier rate can be defined (Equation 5.150) (Bui et al., 2008). 

5. 15 λሶ ൌ
2Gϵαβ ∂f

∂σαβ  ቀK െ
2G
3 ቁ ϵሶγγ ∂f

∂σαβ σαβδαβ

2G
∂f

∂σmn
∂g

∂σmn  ቀK െ
2G
3 ቁ

∂f
∂σmn δmn ∂g

∂σmn δmn
 

The yield criteria specifies a surface in the stress-state space that the stress 
state can not pass, and at which plastic deformation occurs. A variety of yield 
criteria exist, such as Mohr-Coulomb, Von Mises, Ducker-Prager and Tresca 
(Spencer, 2004). Here, we employ the Ducker-Prager model fitted to Mohr-
Coulomb material parameters for its accuracy in simulating rock and soil 
behavior, and numerical stability (Spencer, 2004; Bui et al., 2008) (Equation 
5.16 and 5.17). 
5. 16 f൫I1, J2൯ ൌ ඥJ2  αϕI1 െ kc ൌ 0  
5. 17 g൫I1, J2൯ ൌ ඥJ2  αϕI1 sinሺψሻ  
Where 𝐼ଵ and 𝐽ଶ are tensor invariants (Equation 5.18 and 5.19). 
5. 18 I1 ൌ σxx  σyy  σzz  

5. 19 J2 ൌ
1

2
sαβsαβ  

Where the Mohr-Coulomb material parameters are used to estimate the 
Ducker-Prager parameters (Equation 5.20). 

5. 20 αϕ ൌ
tanሺϕሻ

ඥ9  12 tan2 ϕ
, kc ൌ

3c

ඥ9  12 tan2 ϕ
 

Using the definitions of the yield surface and stress-strain relationship, 
combining equations 5.13 - 5.17, the relationship for the stress rate can be 
obtained (Equation 5.21 and 5.22). 

5. 21 σሶ ൌ 2Geሶαβ  Kϵሶγγδαβ െ λሶ ቈ9Ksinψ δαβ 
G

ඥJ2

sαβ  

5. 22
λሶ ൌ

3αKϵሶγγ  ቆ
G

ඥJ2

ቇ sαβϵሶαβ

27αϕKsinψ  G

 

In order to allow for the description of large deformation, the Joumann stress 
rate can be used, which is a stress-rate that is independent from a frame of 
reference (Equation 5.23). 

5. 23 σො ሶ ൌ σαγωሶ βγ  σγβωሶ αγ   2Geሶαβ  Kϵሶγγδαβ െ λሶ ቈ9Ksinψ δαβ 
G

ඥJ2

sαβ  

Where 𝜔ሶ  is the spin rate tensor, as defined by equation 5.24. 

5. 24 ωሶ αβ ൌ
1

2
ቆ

∂vα

∂xβ െ
∂vβ

∂xαቇ  

Due to the strain within the confined material, the density of the confined solid 
phase (𝜌) evolves dynamically according to equation 5.25. 



98 

5. 25 ρc ൌ fscρs

ϵv0

ϵv
 ሺ1 െ fscሻρs  ffcρf  

Where 𝜖௩ is the total volume strain, 𝜖௩ሶ ൎ 𝜖ଵ  𝜖ଶ  𝜖ଷ, 𝜖 is one of the principal 
components of the strain tensor. Since we aim to simulate brittle materials, 
where volume strain remains relatively low, we assume that changes in density 
are small compared to the original density of the material (డఘ

డ௧
≪ 𝜌). 

5.2.4 Fragmentation 

Brittle fracturing is a processes commonly understood to take place once a 
material internal stress has reached the yield surface, and plastic deformation 
has been sufficient to pass the ultimate strength point (Maurel & Cumescure, 
2008; Husek et al., 2016). A variety of approaches to fracturing exist within 
the literature (Ma et al., 2014; Osomo & Steeb, 2017). FEM models use strain-
based approaches (Loehnert et al., 2008). For SPH implementations, as will be 
presented in this work, distance-based approaches have provided good results 
(Maurel & Cumbescure, 2008). Other works have used strain-based fracture 
criteria (Xu et al., 2010). Additionally, dynamic degradation of strength 
parameters have been implemented (Grady & Kipp, 1980; Vuyst & Vignjevic, 
2013; Williams, 2019). Comparisons with observed fracture behavior has 
indicated the predictive value of these schemes (Xu et al., 2010; Husek et al., 
2016). We combine the various approaches to best fit the dynamical multi-
phase mass movement model that is developed. Following, Grady & Kipp 
(1980) and we simulate a degradation of strength parameters. Our material 
consists of a soil and rock matrix. We assume fracturing occurs along the inter-
granular or inter-rock contacts and bonds (see also Cohen et al., 2009). Thus, 
cohesive strength is lost for any fractured contacts. We simulate degradation 
of cohesive strength according to a volume strain criteria. When the stress 
state lies on the yield surface, during plastic deformation, strain is assumed to 
attribute towards fracturing. A critical volume strain is taken as material 
property, and the breaking of cohesive bonds occurs based on the relative 
volume strain. Following Grady & Kipp (1980) and Vuyst & Vignjevic (2013), 
we assume that the degradation behavior of the strength parameter is 
distributed according to a probability density distribution. Commonly, a 
Weibull-distribution is used (Williams, 2019). Here, for simplicity, we use a 
uniform distribution of cohesive strength between 0 and 2𝑐, although any 
other distribution can be substituted. Thus, the expression governing cohesive 
strength becomes equation 5.26. 

5. 26
∂c

∂t
ൌ ቐെ c0

1

2

ቀ
ϵv
ϵv0

ቁ 

ϵc
            f൫I1, J2൯   0, c  0

0                 otherwise

 

Where 𝑐 is the initial cohesive strength of the material, 𝜖௩ is the initial volume, 
ቀ

ఢೡ

ఢೡబ
ቁ is the fractional volumetric strain rate, 𝜖 is the critical fractional volume 

strain for fracturing.  

5.2.5  Water Partitioning 

During the movement of the mixed mass, the solids can thus be present as a 
structured matrix. Within such a matrix, a fluid volume can be contained (e.g. 
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as originating from a ground water content in the original landslide material). 
These fluids are typically described as groundwater flow following Darcy’s law, 
which poses a linear relationship between pressure gradients and flow velocity 
through a soil matrix. In our case, we assumed the relative velocity of water 
flow within the granular solid matrix as very small compared to both solid 
velocities and the velocities of the free fluids. As an initial condition of the 
material, some fraction of the water is contained within the soil matrix ( 𝑓). 
Additionally, for loss of cohesive structure within the solid phase, we transfer 
the related fraction of fluids contained within that solid structure to the free 
fluids (Equations 5.27 and 5.28).  

5. 27
∂ffc

∂t 
ൌ െ

∂ሺ1 െ ffcሻ

∂t
ൌ ൝െffc

c0

c

maxሺ0.0, ϵvሶ ሻ

ϵf
        f൫I1, J2൯   0, c  0

0                 otherwise

 

5. 28
∂fsc

∂t 
ൌ െ

∂ሺ1 െ fscሻ

∂t
ൌ ൝െfsc

c0

c

maxሺ0.0, ϵvሶ ሻ

ϵf
        f൫I1, J2൯   0, c  0

0                 otherwise

 

Beyond changes in 𝑓 through fracturing of structured solid materials, no 
dynamics are simulated for in- or outflux of fluids from the solid-matrix. The 
initial volume fraction of fluids in the solid matrix defined by (𝑓𝑓 and 𝑠 𝑓௦) 
remains constant throughout the simulation. The validity of this assumption 
can be based on the slow typical fluid velocities in a solid matrix relative to 
fragmented mixed fluid-solid flow velocities (Kern, 1995; Saxton et al., 2006). 
While the addition of evolving saturation would extend validity of the model, it 
would require implementation of pretransfer-functions for evolving material 
properties, which is beyond the scope of this work. An important note on the 
points made above is the manner in which fluids are re-partitioned after 
fragmentation. All fluids in fragmented solids are released, but this does not 
equate to free movement of the fluids or a disconnection from the solids that 
confined them. Instead, the equations continue to connect the solids and fluids 
through drag, viscous and virtual mass forces. Finally, the density of the 
fragmented solids is assumed to be the initially set solid density. Any strain-
induced density changes are assumed small relative to the initial solid density 
(ఘ

ఘೞ
≪ 1). 

5.2.6 Fluid Stresses 

The fluid stress tensor is determined by the pressure and the viscous terms 
(Equations 5.29 and 5.30). Confined solids are assumed to be saturated and 
constant during the flow. 
5. 29 𝐓u ൌ Pf𝐈  𝛕f  

5. 30 𝛕f ൌ ηf
ሾ∇𝐮u  ሺ∇𝐮cሻtሿ െ

ηf

αu
𝒜ሺαuሻሺ∇αcሺ𝐮u െ 𝐮cሻ  ሺ𝐮c െ 𝐮uሻ∇αc ሻ  

Where 𝝉 is the viscous stress tensor for fluids , 𝑃 is the fluid pressure, 𝜂 is 
the dynamic viscosity of the fluids and 𝒜 is the mobility of the fluids at the 
interface with the solids that acts as a phenomenological parameter (Pudasaini, 
2012). 
The fluid pressure acts only on the free fluids here, as the confined fluids are 
moved together with the solids. In equation 0, the second term is related to 
the non-Newtonian viscous force induced by gradients in solid concentration. 
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The effect as described by Pudasaini (2012) is induced by a solid-concentration 
gradient. In case of unconfined fluids and unstructured solids (𝑓௦ ൌ 1, 𝑓௦ ൌ 1). 
Within our flow description, we see no direct reason to eliminate or alter this 
force with a variation in the fraction of confined fluids or structured solids. We 
do only consider the interface between solids and free fluids as an agent that 
induces this effect, and therefore the gradient of the gradient of the solids and 
confined fluids (∇ሺ𝛼௦  𝑓𝛼ሻ = ∇αୡ) is used instead of the total solid phase (∇𝛼௦ሻ. 

5.2.7 Drag Force and Virtual Mass 

Our description of the drag force follows the work of Pudasaini (2012) and 
Pudasaini (2018), where a generalized two-phase drag model is introduced and 
enhanced. We split their work into a contribution from the fraction of structured 
solids (𝑓௦) and unconfined fluids ሺ1 െ 𝑓ሻ (Equation 5.31). 
5.31
𝒞ୈୋ ൌ

౩ౙౙ౫ሺౙିሻ

,ౙ൫𝒢ሺୖୣሻ൯ାୗ౦
ሺ𝐮୳ െ 𝐮ୡሻ|𝐮୳ െ 𝐮ୡ|୨ିଵ   

ሺଵି౩ౙሻౙ౫ሺ౩ିሻ

,౫ౙቀ𝒫ℱ൫ୖୣ౦൯ାሺଵି𝒫ሻ𝒢ሺୖୣሻቁାୗ౦
ሺ𝐮୳ െ 𝐮ୡሻ|𝐮୳ െ 𝐮ୡ|୨ିଵ  

Where 𝑈், is the terminal or settling velocity of the structures solids, 𝑈்,௨ is 
the terminal velocity of the unconfined solids, 𝒫 is a factor that combines solid- 
and fluid like contributions to the drag force, 𝒢 is the solid-like drag 
contribution, ℱ is the fluid-like drag contribution and 𝑆 is the smoothing 
function (Equation 0 and 0). The exponent 𝑗 indicates the type of drag: linear 
(𝑗 ൌ 0) or quadratic (𝑗 ൌ 1). 
Within the drag, the following functions are defined: 

5. 32 F ൌ
γ

180
൬

αf

αs
൰

3

ReP, G ൌ αf

M൫Rep൯െ1  

5. 33 Sp ൌ ൬
𝒫

αc


1 െ 𝒫

αu
൰ 𝒦  

5. 34 𝒦 ൌ |αc𝐮c  αu𝐮u| ൎ 10 msെ1  
Where 𝑀 is a parameter that varies between 2.4 and 4.65 based on the 
Reynolds number (Pitman & Le, 2005). The factor 𝒫 that combines solid-and 
fluid like contributions to the drag, is dependent on the volumetric solid content 

in the unconfined and unstructured materials (𝒫 ൌ ൬
ఈೞሺଵିೞሻ

ఈ൫ଵି൯
൰


 with 𝑚 ൎ 1. 

Additionally we assume the factor 𝒫, is zero for drag originating from the 
structured solids. As stated by Pudasaini & Mergili (2019) “As limiting cases: 𝒫 
suitably models solid particles moving through a fluid”. In our model, the drag 
force acts on the unconfined fluid momentum (𝑢௨𝛼ሺ1 െ 𝑓ሻ). For interactions 
between unconfined fluids and structured solids, larger blocks of solid 
structures are moving through fluids that contains solids of smaller size. 
Virtual mass is similarly implemented based on the work of Pudasaini (2012) 
and Pudasaini & Mergili (2019) (Equation 5.350). The adapted implementation 
considers the solids together with confined fluids to move through a free fluid 
phase. 

5. 35 𝒞VMG ൌ αcρu ൭
1

2
൬

1  2αc

αu
൰൱ ቆ൬

∂uu

∂t
 uu ∙ ∇uu൰ െ ൬

∂uc

∂t
 uc ∙ ∇uc൰ቇ  

Where 𝐶ீ ൌ
ଵ

ଶ
ቀ

ଵାଶఈ

ఈೠ
ቁ is the drag coefficient. 
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5.2.8 Boundary Conditions 

Finally, following the work of Iverson & Denlinger (2001), Pitman & Le (2005) 
and Pudasaini (2012), a boundary condition is applied to the surface elements 
that contact the flow (Equation 5.36). 
5. 36 |𝐒| ൌ Ntanሺϕሻ  
Where 𝑁 is the normal pressure on the surface element and 𝑺 is the shear 
stress. 

5.3 Depth-Averaging 
The majority of the depth-averaging in this works is analogous to the work of 
Pitman & Le (2005), Pudasaini (2012) and Pudasini & Mergili (2019). Three 
major differences arise, which are discussed below. 

5.3.1 Fluid Pressure  

Previous implementations of generalized two-phase debris flow equations have 
commonly assumed hydrostatic pressure (డ

డ௭
ൌ 𝑔௭) (Pitman & Le, 2005; 

Pudasaini, 2012; Abe & Konagai, 2016). Here we follow this assumption for the 
fluid pressure at the base and solid pressure for unstructured material 
(Equations 5.37 and 5.38).  
5. 37 Pbs,u

ൌ െሺ1 െ γሻαsgzh  
5. 38 Pbu

ൌ െgzh  
Where 𝛾 ൌ

ఘ

ఘೞ
 is the density ratio (-).  

However, larger blocks of structure material can have contact with the basal 
topography. Due to density differences, larger blocks of solid structures are 
likely to move along the base (Pailhia & Pouliquen, 2009; George & Iverson, 
2014). If these blocks are saturated, water pressure propagates through the 
solid matrix and hydrostatic pressure is retained. However, in cases of an 
unsaturated solid matrix that connects to the base, hydrostatic pressure is not 
present there. We introduce a basal fluid pressure propagation factor 
ℬሺ𝜃, 𝑑௦

തതതത, . . ሻ which describes the fraction of fluid pressure propagated through 
a solid matrix (with 𝜃 the effective saturation, 𝑑௦

തതതത the average size of 
structured solid matrix blocks). This results in a basal pressure equal to 
equation 5.39. 

5. 39 Pbc
ൌ െሺ1 െ fscሻሺ1 െ γሻ

ሺ1 െ fscሻαs

ሺ1 െ ffcሻαf
 gzh െ fscሺ1 െ γሻℬ

ሺfscሻαs

ሺffcሻαf
gzh  

The basal pressure propagation factor (ℬ) depends mostly on saturation level 
(Saxton et al., 2006), pedotransfer functions, and the size distribution of 
structured solid matrices within the mixture. For low-saturation levels, it can 
be assumed no fluid pressure is retained. Combined with an assumed soil 
matrix height identical to the total mixture height, this results in ℬ ൌ 0. 
Assuming saturation of structures solids results in a full propagation of 
pressures and ℬ ൌ 1. 

5.3.2 Stress-Strain Relationship  
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Depth-averaging the stress-strain relationship in equations 0 and 0 requires a 
vertical solution for the internal stress. First, we assume any non-normal 
vertical terms are zero (Equation 0). Commonly, Rankines earth pressure 
coefficients are used to express the lateral earth pressure by assuming vertical 
stress to be induced by the basal solid pressure (Equation 5.40, 5.41 and 5.42) 
(Pitman & Le, 2005; Pudasaini, 2012; Abe & Konagai, 2016).  
5. 40 σzx ൌ  σzy ൌ  σyz ൌ  σxz ൌ 0  

5. 41 σzzതതതത ൌ
1

2
Pbs

, σzz|b ൌ Pbs
 

5. 42 Ka ൌ
1 െ sinሺϕሻ

1  sinሺϕሻ
, Kp ൌ

1 െ sinሺϕሻ

1  sinሺϕሻ
 

Here we enhance this with Bell’s extension for cohesive soils (Equation 5.43) 
(Richard et al., 2017). This lateral normal-directed stress term is added to the 
full stress-strain solution. 
5. 43 σxxതതതത ൌ  σyyതതതത ൌ Kσzz|b െ 2c√K  ⋯  
Finally, the gradient in pressure of the lateral interfaces between the mixture 
is added as a depth-averaged acceleration term (Equation 5.44). 

5. 44
1

h
ቆ

∂ሺhσxxሻ

∂x


∂ሺhσyxሻ

∂y
ቇ  

5.3.3 Depth-averaging Other Terms 

While the majority of terms allow for depth-averaging as proposed by Pudasaini 
(2012), an exception arises. Depth-averaging of the vertical viscosity terms is 
required. The non-Newtonian viscous terms for the fluid phase were derived 
assuming a vertical profile in the volumetric solid phase content. Here, we alter 
the derivation to use this assumption only for the non-structured solids, as 
opposed to the structured solids where డఈೞ

డ௭
ൌ 0 (Equation 5.45) 

5. 45

න
∂

∂z
ቆ

∂αs

∂z
ሺuu െ ucሻቇ

s

b
dz ൌ 

∂αs

∂z
ሺuu െ ucሻ൨

b

s

ൌ ሺuuഥ െ ucഥ ሻ 
∂αs

∂z
൨

b

s

ൌ ሺuuഥ െ ucഥ ሻ 
∂αs

∂z
൨

b

s

ൌ
ሺuuഥ െ ucഥ ሻሺ1 െ fscሻζ αsഥ

h
 

 

Where 𝜁 is the shape factor for the vertical distribution of solids (Pudasaini, 
2012). Additionally, the momentum balance of Pudasaini (2012) ignores any 
deviatoric stress (𝜏௫௬ ൌ 0), following Savage and Hutter (2007), and Pudasaini 
and Hutter (2007). Earlier this term was included by Iverson and Denlinger 
(2001), Pitman and Le (2005) and Abe &Kanogai (2016). Here we include these 
terms since a full stress-strain relationship is included. 

5.3.4 Basal Frictions 

Additionally we add the Darcy-Weisbach friction, which is a Chezy-type friction 
law for the fluid phase that provides drag (Delestre et al., 2014). This ensures 
that, without solid phase, a clear fluid does lose momentum due to friction 
from basal shear. This was successfully done in Bout et al. (2018) and was 
similarly assumed in Pudasaini and Fischer (2016) for fluid basal shear stress. 
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5. 46 Sf ൌ
g 

n2

𝐮𝐮|𝐮𝐮|

h
4
3

 

Where 𝑛 is Manning’s surface roughness coefficient. 

5.3.5 Depth-averaged Equations 

The following set of equations is thus finally achieved for depth-averaged flow 
over sloping terrain (Equations 5.47 - 5.71).  

5. 47
∂h

∂t


∂

∂x
ሾhሺαuuu  αcucሻሿ  

∂

∂y
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5. 48
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5. 49
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5.50
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5.51
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5. 58 Pbc
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5. 59 Pbu
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5. 60 γc ൌ
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5. 68 K ൌ
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∂vα

∂xβ െ
∂vβ

∂xαቇ   ωሶ αβ ൌ
1

2
ቆ

∂vα

∂xβ െ
∂vβ

∂xαቇ  
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Where Χ is the shape factor for vertical shearing of the fluid (Χ ൎ 3 in Iverson 
& Denlinger, 2001), 𝑅 is the precipitation rate and 𝐼 is the infiltration rate.  
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5.3.6 Closing the Equations 

Viscosity is estimated using the empirical expression from O’Brien and Julien 
(1985), which relates dynamic viscosity to the solid concentration of the fluid 
(Equation 5.72). 
5. 72 η ൌ  αeβαs  
Where α is the first viscosity parameter and β the second viscosity parameter. 
Finally, the settling velocity of small (d < 100 𝜇𝑚) grains is estimated by Stokes 
equations for a homogeneous sphere in water. For larger grains ( > 1mm),the 
equation by Zanke (1977) is used (Equation 5.73). 

5. 73 UT  ൌ 10 
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⎞

 

In which U is the settling (or terminal) velocity of a solid grain, η is the dynamic 
viscosity of the fluid, ρ is the density of the fluid, ρୱ is the density of the solids, 
d is the grain diameter (𝑚) 

5.4 Implementation in the Material Point Method 
Implementing the presented set of equations into a numerical scheme requires 
considerations of that schemes limitations and strengths (Stomakhin et al., 
2013). Fluid dynamics are almost exclusively solved using an Eulerian finite 
element solution (Delestre et al., 2014; Bout et al., 2018). The diffusive 
advection part of such scheme typically doesn’t degrade the quality of 
modelling results. Solid material however is commonly simulated with higher 
accuracy using an Lagrangian finite element method or discrete element 
method (Maurel & Cumbescure, 2008; Stomakhin et al., 2013). Such schemes 
more easily allow for the material to maintain its physical properties during 
movement. Additionally, advection in these schemes does not artificially diffuse 
the material since the material itself is discretized, instead of the space (grid) 
on which the equations are solved. In our case, the material point method 
(MPM) provides an appropriate tool to implement the set of presented 
equations (Bui et al., 2008; Maurel & Cumbescure, 2008; Stomakhin et al., 
2013). Numerous existing modelling studies have implemented in this method 
(Pastor et al., 2007; Pastor et al., 2008; Abe & Kanogai, 2016). Here, we use 
the MPM method to create a two-phase scheme. This allows the usage of finite 
elements aspects for the fluid dynamics, which are so successfully described 
by the that method (particularly for water in larger areas, see Bout et al., 
2018). 

5.4.1 Mathematical Framework  

The mathematic framework of smooth-particle solve differential equations 
using discretized volumes of mass represented by kernel functions (Libersky & 
Petschek, 1991; Bui et al., 2008; Stomakhin et al., 2013). Here, we use the 
cubic spline kernel as used by Monaghan (2000) (Equation 5.74). 
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5. 74 Wሺr, hሻ ൌ

⎩
⎪
⎨

⎪
⎧

10

7πh2 ൬1 െ
3

2
q2 

3

4
q3൰             0  |q|  2    

10

28πh2 ሺ2 െ qሻ3                    1   |q| ൏ 2    

0                            |q|  2 | q ൏ 0

 

Where r is the distance, h is the kernel size and 𝑞 is the normalized distance 
(𝑞 ൌ




) 

 
Figure 5-2 Example of a kernel function used as integration domain for mathematical 
operations. 
 
Using this function mathematical operators can be defined. The average is 
calculated using a weighted sum of particle values (Equation 5.74) while the 
derivative depends on the function values and the derivative of the kernel by 
means of the chain rule (Equation 5.75) (Libersky & Petschek, 1991; Bui et al., 
2008). 
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Where 𝑊 ൌ 𝑊ሺ𝑥 െ 𝑥, ℎሻ is the weight of particle j to particle I, 𝑟 ൌ ห 𝑥 െ 𝑥ห is 
the distance between two particles. The derivative of the weight function is 
defined by equation 5.77. 

5. 77
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Using these tools, the momentum equations for the particles can be defined 
(Equations 5.78 - 5.82). Here, we follow Monaghan (1999) and Bui et al. (2008) 
for the definition of artificial numerical forces related to stability. Additionally, 
stress-based forces are calculated on the particle level, while other momentum 
source terms are solved on a Eulerian grid with spacing ℎ (identical to the 
kernel size).  
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Where 𝑖, 𝑗 are indices indicating the particle, Π is an artificial viscous force as 
defined by equations 0 and 0 and 𝐹

𝑅
ఈఉ is an artificial stress term as defined 

by equations 5.83 and 5.84. 
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Where 𝜖 is a small parameter ranging from 0 to 1, 𝛼ஈ and 𝛽ஈ are constants in 
the artificial viscous force (often chosen close to 1), 𝑢௦௨ௗ is the speed of sound 
in the material. 
The conversion from particles to gridded values and reversed depends on a 
grid basis function that weighs the influence of particle values for a grid center. 
Here, a function derived from dyadic products of one-dimensional cubic B-
splines is used as was done by Steffen et al. (2008) and Stomakhin et al. 
(2013) (Equation 5.87). 
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5.4.2 Particle Placement 

Particle placement is typically done in a constant pattern, as initial conditions 
have some constant density. The simplest approach is a regular square or 
triangular network, with particles on the corners of the network. Here, we use 
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an approach that is more adaptable to spatially-varying initial flow height. The 
𝑅ଶ sequence approaches, with a regular quasirandom sequence, a set of evenly 
distributed points within a square (Roberts, 2020) (Equation 5.88). 

5. 88 xn ൌ n𝛂 mod 1 , 𝛂 ൌ ቆ
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ൎ 1.32471795572 is the plastic constant.  

 
Figure 5-3 Example particle distributions using the R_2 sequence, note that, while not 
all particles are equidistant, the method produces distributed particle patterns that adapt 
well to varying density. 
 
The number of particles placed for a particular flow height depends on the 
particle volume 𝑉ூ, which is taken as a global constant during the simulation. 

5.5 Flume Experiments 

5.5.1 Flume Setup 

In order to validate the presented model, several controlled experiments were 
performed and reproduced using the developed equations. The flume setup 
consists of a steep incline, followed by a near-flat runout plane (Figure 3). On 
the separation point of the two planes, a massive and attached obstacle is 
present that blocks the path of two fifth of the moving material. For the exact 
dimensions of both the flume parts and the obstacle, see Figure 5-4. 
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Figure 5-4 The dimensions of the flume experiment setup used in this work. 
 
Two tests were performed whereby a cohesive granular matrix was released 
at the upper part of the flume setup. Both of these volumes had dimensions of 
0.2x0.3x0.25 meter (height, length, width). For both of these materials, a 
mixture high-organic content silty-clay soils where used. The materials 
strength parameters were obtained using tri-axial testing (Cohesion, internal 
friction angle Youngs modulus and Poisson Ration. The first set of materials 
properties where 𝑐 ൌ 26.7 kPa and 𝜙 ൌ 28°. The second set materials properties 
where 𝑐 ൌ 18.3 kPa and 𝜙 ൌ 27°. For both of the events, pre-and post release 
elevations models were made using photogrammetry. The model was set up 
to replicate the situations using the measured input parameters. Numerical 
settings were chosen as ൛𝛼௦ ൌ 0.5, 𝛼 ൌ 0.5, 𝑓௦ ൌ 1.0, 𝑓 ൌ 1.0, 𝜌 ൌ 1000, 𝜌௦ ൌ
2400, 𝐸 ൌ 12 ∙ 10 𝑃𝑎, 𝐾 ൌ 23 ∙ 10 𝑃𝑎, 𝜓 ൌ 0, 𝛼ஈ ൌ 1, 𝛽ஈ ൌ 1, Χ, 𝜁, 𝑗 ൌ 2, 𝑢௦௨ௗ ൌ 600, 𝑑𝑥 ൌ
10, 𝑉ூ, ℎ ൌ 10, 𝑛 ൌ 0.1, α ൌ 1, β ൌ 10, M ൌ 2.4, ℬ ൌ 0, Nୖ ൌ 15000, 𝑁ோ ൌ 30ൟ. 

5.5.2 Results 

Both the mapped extent of the material after flume experiments, as the 
simulation results are shown in Figure 5-5. 
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Figure 5-5 A comparison of the final deposits of the simulations and the mapped final 
deposits and cracks within the material. From left to right: Photogrammetry mosaic, 
comparison of simulation results to mapped flume experiment, strain, final strength 
fraction. 
 
As soon as the block of material impacts the obstacle, stress increases as the 
moving objects is deformed. This stress quickly propagates through the object. 
Within the scenario with lower cohesive strength, as soon as the stress reached 
beyond the yield strength, degradation of strength parameters took place. In 
the results, a fracture line developed along the corner of the obstacle into the 
length direction of the moving mass. Eventually, this fracture developed to half 
the length of the moving body and severe deformation resulted. As was 
observed from the tests, the first material experienced a critical fracture while 
the second test resulted in moderate deformation near the impact location. 
Generally, the results compare well with the observed patters, although the 
exact shape of the fracture is not replicated. Several reasons might be the 
cause of the moderately accurate fracture patterns. Other studies used a more 
controlled setup where uncertainties in applied stress and material properties 
where reduced. Furthermore, the homogeneity of the material used in the tests 
can not completely assumed. Realistically, minor alterations in compression 
used to create the clay blocks has left spatial variation in density, cohesion and 
other strength parameters.  

5.6 Numerical Tests 

5.6.1 Numerical Setup 

In order to further investigate some of the behaviors of the model, and 
highlight the novel types of mass movement dynamics that the model 
implements, several numerical tests have been performed. The setup of these 
tests is shown in figure 5. 
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Figure 5-6 The dimensions of the numerical experiment setups used in this work. Setup 
1 (left) and Setup 2 (right) 
 
Numerical settings were chosen as ൛𝛼௦ ൌ 0.5, 𝛼 ൌ 0.5, 𝑓௦ ൌ 1.0, 𝑓 ൌ 1.0, 𝜌 ൌ
1000 𝑘𝑔𝑚ିଷ, 𝜌௦ ൌ 2400 𝑘𝑔𝑚ିଷ, 𝐸 ൌ 1𝑒12 𝑃𝑎 , 𝐾 ൌ 1𝑒11 𝑃𝑎, 𝜓 ൌ 0, 𝛼ஈ ൌ 1, 𝛽ஈ ൌ 1, Χ, 𝜁, 𝑗 ൌ
2, 𝑢௦௨ௗ ൌ 600 𝑚𝑠ିଵ, 𝑑𝑥 ൌ 10 𝑚, 𝑉ூ, ℎ ൌ 10 𝑚, 𝑛 ൌ 0.1, α ൌ 1, β ൌ 10, M ൌ 2.4, ℬ ൌ 0, Nୖ ൌ
15000, 𝑁ோ ൌ 30ൟ. 

5.6.2 Results 

Several time-slices for the described numerical scenarios are shown in figure 
7 and 8.  
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Figure 5-7 Several time-slices for numerical scenarios 2(A/B/C). See Figure 5-6 for the 
dimensions and terrain setup. 
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Figure 5-8 Several time-slices for numerical scenarios 3(A/B/C). See Figure 5-6 for the 
dimensions and terrain setup. 
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Fractures develop in the mass movements based on acceleration differences 
and cohesive strength. For scenario 2A, the stress state does not reach beyond 
the yield surface, and all material is moved as a single block. Scenario 2B, 
which features lowered cohesive strength, fractures and the masses separate 
based on the acceleration caused by slopes.  
Fracturing behavior can occur in MPM schemes due to numerical limitations 
inherent in the usage of a limited integration domain. Here, validation of real 
physically-based fracturing is present in the remaining cohesive fraction. This 
value only reduces in case of plastic yield, where increasing strain degrades 
strength parameters according to our proposed criteria. Numerical fractures 
would thus have a cohesive fraction of 1. In all simulated scenarios, such 
numerical issues were not observed. 
Fragmentation occurs due to spatial variation in acceleration in the case of 
scenario 3A and 3B. For scenario 3C, the yield surface is not reached and the 
original structure of the mass is maintained during movement. For 3A, 
fragmentation is induced be lateral pressure and buoyancy forces alone. 
Scenario 3B experiences slight fragmentation at the edges of the mass, but 
predominantly fragments when reaching the valley, after which part of the 
material is accelerated to count to the velocity of the mass. For all the shown 
simulations, fragmentation does not lead to significant phase separation since 
virtual mass and drag forces converge the separate phase velocities to their 
mixture-averaged velocity. The strength of these forces partly depends on the 
parameters, effects of more immediate phase-separation could by studied if 
other parameters are used as input. 

Discussion 

A variety of existing landslide models simulate the behavior of lateral 
connected material through a non-linear, non-Newtonian viscous relationship 
(Boetticher et al., 2016; Fornes et al., 2017; Pudasaini & Mergili, 2019). These 
relationships include a yield stress and are usually regularized to prevent 
singularities from occurring. While this approach is incredibly powerful, it is 
fundamentally different from the work proposed here. These viscous 
approaches do not distinguish between elastic or plastic deformation, and 
typically ignore deformations if stress is insufficient. Additionally, fracturing is 
not implemented in these models. The approach taken in this work attempts 
to simulate a full stress-strain relationship with Mohr-Coulomb type yield 
surface. This does provides new types of behavior and can be combined with 
non-Newtonian viscous approaches as mentioned above. A major downside to 
the presented work is the steep increase in computational time required to 
maintain an accurate and stable simulations. Commonly, an increase of near a 
100 times has been observed during the development of the presented model. 
The presented model shows a good likeness to flume experiments and 
numerical tests highlight behavior that is commonly observed for landslide 
movements. There are however, inherent scaling issues and the material used 
in the flume experiments is unlikely to form larger landslide masses. There is 
thus the need for more, real-scale, validation cases. The application of the 
presented type of model is most directly noticeable for block-type landslide 
movements that have fragment either upon impact of some obstacle or during 
transition phase. Another major opportunity for validation of the novel aspects 
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of the model is the full three-dimensional application to landslides that were 
reported to have lubrication effects due to fragmentation of lower fraction of 
flow due to shear.  
There are a variety of aspects of the model that could be significantly improved. 
Here, we list several major opportunities of future research. 
1) Groundwater mechanics 

The presented model allows for the a solid or granular matrix to be present 
within the flow. We have assumed the flows in and out of these matrices 
are sufficiently small to be ignored. In reality, there is a fluid flux in and 
out of structured solids. This could occur both due to pressure differences 
as due to stress and strain of the structured solids. Implementing this kind 
of mechanics required a full pedo-transfer function to be implemented 
(Saxton et al., 2006; Van Looy et al., 2017). An example of MPM soil 
mechanics with dynamic groundwater implementation can be found in 
Bandera et al. (2016). 

2) Implementing Entrainment and Deposition 
Current equations for entrainment (erosion with major grain-grain 
interactions) is limited to unstructured mixture flows (Iverson, 2012; 
Iverson & Ouyang, 2015; Pudasaini & Fischer, 2016). Extending these 
models to include a contribution from structured solids would be required 
to implement entrainment in the presented work. 

3) Separation of phases 
A major assumption in the presented work is that the velocities of 
structured solids, free solids and confined fluids are all equal. In reality, 
there might be separation of structured and free solids phases. 
Additionally, we already discussed the possibility of in-and outflux of 
confined fluids from the solid matrix. Recent innovations on three-phase 
mixture flows might be used to extend the presented work to a three, four 
or five-phase model by separating free solids, confined fluids or adding a 
Bingham-viscous solid-fluid phase (Pudasaini & Mergili, 2019). However, 
while this would add , it would significantly increase complexity of the 
equations (in an exponential manner with relation to the number of 
phases) and the numerical solutions which could hinder practical 
applicability. 

4) Application to large, slow moving landslides. 
When confined fluids would act as a distinct phase, guided by the 
mechanics of water flow in granular matrix, ground water pressures and 
movement through the structured solids could be described. This might 
enable the model to do detailed deformation/groundwater simulation of 
large slow-moving landslides. 

5) Numerical Improvements 
Numerical techniques for particle-based discretized methods (SPH, MPM) 
have been proposed in the literature. A common issue is numerical 
fracturing of materials when particle strain increases beyond the length of 
the kernel function. Then, the connection between particles is lost and 
fracturing occurs as an artifact of the numerical method. This issue is 
partly solved by the artificial stress term as is also used by Bui et al. 
(2008). Additionally, geometric subdivide, as used by Xu et al. (2012) and 
Li et al. (2015), could counter these artificial fractures. Implementing this 
technique does require additional work to maintain mass and momentum 
conservation.  
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6) Three-dimensional solutions 
In a variety of scenarios, the assumptions made in depth-averaged 
application of flow models are invalid. A common example is the impact 
of mass movements into lakes, or other large water bodies. In such cases, 
the vertical velocity and concentration variables are not well-described by 
their depth-averaged counterparts. Additionally, the lubrication effect of 
basal fragmentation of landslides due to shear can not be described 
without velocity-profiles and a vertical stress-solution. Full three-
dimensional application would therefore have the potential to increase 
understanding on these important processes. 

5.7 Conclusions 
We have presented a novel generalized mass movement model that can 
describe both unstructured mixture flows and structured movements of Mohr-
Coulomb type material. The model builds on the works of Pudasaini (2012) and 
Bui et al. (2008) to develop a single holistic set of equations. The model was 
implemented in a GPU-based Material Point Method (MPM) Code. The equations 
were validated on flume experiments and numerical tests, that highlight the 
new movement dynamics possible with the presented model. The integration 
of cohesive structure and a full stress-strain relationship for the structured 
solids allows for movement of block-type slides as a single whole. Interactions 
with terrain, other flow masses or obstacles lead to elastic-plastic deformation 
and eventually fragmentation. This type of self-alteration of flow properties is 
novel with mass movement models. Although the presented equations can 
provide additional detail for specific mass movement types, applicability of the 
model for real events need to be investigated as computational costs are 
significantly increased.  
The presented simulation both validate the basic behavior of the model, as well 
as highlight the types of flow dynamics made possible by the presented 
equations. The models dependency of breaking to cohesive strength and 
internal friction angle matches the flume experiments. The numerical examples 
show commonly-described behavior for landslide movements. Although the 
simulations compare well to the flume experiments, validation is required for 
real-scale application to various types of mass movements. Additionally, the 
presented equations still lack descriptions of processes that might become 
important. Separating the fluid and solid phases such as done by Pudasaini & 
Mergili (2019), could improve flow dynamics and phase separation. With added 
ground-water mechanics, such as done in Bandera et al. (2016), slow-moving 
landslide simulations might be described.  
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6 Challenges in Physically-based Spatial 
Modelling of a Landslide Hazard Chain.  

This chapter has been submitted as B. van den Bout, C. Tang, C.X. Tang, 
V.G. Jetten, C. J. van Westen (under review) Challenges in Physically-based 
Spatial Modelling of a Landslide Hazard Chain.  

6.1 Introduction 
Hazardous processes are those that may lead to human harm (Burton et al, 
1978). The intensity such a process is typically defined in terms of process-
related variables such as a speed, or height of the process (Kappes et al., 
2012). These intensities can lead to impact, or actual effective damage. Many 
of the damaging events that involve land surface processes are not caused by 
individual but multiple interacting hazardous processes. Such combinations can 
take place because the same triggering events (e.g. extreme rainfall) triggers 
various hazardous processes (e.g. flash floods, landslides and debris flows) 
that interact and that may impact the same anthropogenic elements. For multi-
hazard assessment, the hazard intensities and impact can differ significantly 
when compared to the individual hazardous processes (Gill & Malamud, 2014; 
Van Westen and Greiving, 2017). Hazardous events may also occur in 
sequence as cascading events whereby one hazardous process triggers another 
either directly or later in time (Mergili et al., 2017; 2018a). One particular 
hazardous example of such cascading hazard events is the natural damming 
of rivers by landslides (Costa & Schuster, 1988; Walder & O’Connor, 1997). 
Among other types of terrain, landslide-prone mountainous areas around the 
world are subject to these landslide dams (Swanson et al., 1986; Chai et al., 
2000; Dai et al. 2005; Korup, 2005; Harp and Crone, 2006; Nash et al., 2008; 
Liu et al., 2009; Fan et al., 2014). The sequence of events surrounding a 
landslide dams formation can start with a catastrophic slope failure, often 
caused by intense rainfall, a seismic trigger, or a combination of these. The 
released material mobilizes and enters a channel or river. Here, mobility can 
be enhanced due to momentum production (Pudasaini and Fishcher, 2016) or 
in flat channels, momentum is lost due to friction and blockage by the channel 
walls. When the volume of the solid materials is sufficient, and when the moved 
landslide materials physical properties prevent direct drag by river flow, it will 
form a barrier for water flow which will accumulate to form a dammed lake. 
Depending on the strength of the materials composing the dam, the barrier 
may breach when the barrier lake level exceeds the height of the dam, either 
due to accelerated erosion, piping or barrier collapse (Ermini and Casagli, 
2003; Mergili et al., 2019). During the breach, extreme discharges and solid-
laden floods with high velocity can occur in the downstream areas (Schuster, 
1993; Walder and O’Connor, 1997).  
Natural dynamical systems such as the one described above can be 
complicated, containing many interactions and numerous fundamental 
processes related to hydrology and sediments (Walder & O’Conner, 1997). 
Slope failures, mass movement runout and flooding are influenced by 
catchment scale hydrology (van den Bout et al., 2018). Furthermore, inter-
hazard interaction exist in many varieties, a review of which can be found in 
Kappes et al. (2012). In the case of landslide dam formation and breaching, 
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many interactions exist between processes that are typically approached 
individually in modelling. Landslide dam break floods have been analyzed using 
both empirical and physically-based models (Evans, 1986; Costa and Schuster, 
1988; Peng and Zhang, 2012). For an overview of the key differences for these 
types of models see Jajarmizadeh et al. (2012). Empirical models are simpler to 
apply but provide less comprehensive results than physically-based models. 
On the other hand, physically based models require detailed physical 
parameters as input, and can be computationally costly. Whereas the individual 
components of the hazard chain: landslide initiation, landslide run-out, dam 
breach and flooding, have been modelled using physically-based models, the 
interactions between these processes are generally not simulated within a 
single model due to their high complexity. Notable expections to this are Bout 
et al. (2018) and Mergili et al. (2018a; 2019). The last example has simulated 
such complex process chains and cascades in to a single and efficient 
computational tool r.avaflow (Mergili et al., 2017) using the general two-phase 
mass flow model by Pudasaini (2012). 
Within the area impacted by the 2008 Wenchuan earthquake, in Sichuan 
province, central China, numerous landslide dams occurred (Tang et al., 2011). 
One particular case occurred in the Hongchun watershed, located adjacent to 
the Min River, opposite of Yinxiu town. Here, a co-seismic earthquake 
deposited large volumes of material in the central gully of Hongchun. In 2010, 
extreme rainfall lead to entrainment of this material, and the resulting debris 
flow blocked the Min river, which flooded into Yinxiu (Tang et al., 2011). This 
research aims to simulate this complex multi-hazard chain using a physically-
based integrated model. An implementation is presented of a complete spatial 
simulation of a landslide dam process chain, including initial slope failure, 
landslide runout, deposition, runoff-driven debris flow initiation, lake 
formation, and flooding. To test the behavior of the developed model, 
simulations and validation will be shown for a case study of a dam-break flood 
event in the Hongchun watershed. Finally, we investigate the predictive 
capabilities of complex multi-hazard multi-stage simulation by analyzing the 
sensitivity of the model to changes in input parameters. 
The prediction of landslide volumes is a complex problem, and requires 
specialized numerical models. Several physically-based simulation tools for 
slope failure volume modelling have been developd, such as CLARA (Hungr et 
al., 1989), TSLOPE3 (Pyke, 1991), 3D-SLOPE (Lam and Fredlund, 1993), 3-
DSLOPEGIS (Xie et al., 2003), r.slope.stability (Mergili et al., 2014), Scoops3D 
(Reid et al., 2015), EDDA (Chen & Zhang, 2015) and OpenLISEM Hazard (Van 
den Bout et al., 2018). CLARA, TSLOPE3, and 3D-SLOPE can only be applied 
on individual slopes, while r.slope.stability, Scoops3D, and OpenLISEM Hazard 
are spatially distributed models, which are based on Geographic Information 
Systems (GIS). These can be applied for landslide volume estimation over a 
large area up to several hundred km2. Of the regional models, Scoops3D 
implements seismic loading which enables simulation of co-seismic slope 
failures. Numerical modelling of mass movement run-out using 2-D approaches 
has been implemented in a variety of models (Malet et al., 2004; Rickenmann 
et al., 2006; Van Asch et al., 2007; Hürlimann et al., 2007; Domenech et al., 
2019). They need detailed information on initial volume, rheology, entrainment 
and an accurate and detailed digital elevation model (DEM) (Hürlimann et al 
2007). Erosion, the water-driven uptake of sediment, and entrainment, the 
grain-driven uptake of sediment, have been used in understanding mass flow 
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- soil interactions. Erosion models come in great variety and provide insight 
into the flow-surface interactions. Examples are WEPP (Nearing et al., 1989), 
EUROSEM (Morgan et al., 1998) and Delft3D Sediment (Roelvink and Banning, 
1995). However, these examples do not cover the behavior taking place in 
massive gravitational flows such as landslides or debris flows.  
In the case of multi-hazard chains including landslide dams, integrated 
simulations face several critical issues. When a mass movement enters a 
channel, with a certain water level, the landslide material mixes with the water 
in a dynamic manner, which is generally ignored in existing flow models such 
as Flo-2D (O’Brien et al., 1993). Similarly, the volumetric sediment content of 
water increases when a landslide dam is breached, and the material of the dam 
is entrained by the water flow. The entrainment of bed material is simulated in 
a limited number of spatial two-dimensional mass movement models, but is 
rarely initiated from low-concentration water flow. Several models have shown 
this functionality, but most lack the capability of modelling breaching behavior, 
and ignore the resulting changes in the digital elevation model (Chen & Zhang, 
2015; Hu et al., 2016). An exception to this is r.avaflow, which does take into 
account the evolution of terrain (Mergili et al., 2019). Ignoring these changes 
makes the simulation of any breaching behavior less reliable, since increasing 
outflow must be the result of the entrainment of a flow path on the landslide 
dam.  
To simulate more complex types of behavior, individual models can be coupled 
by linking output from one model to input for another or by merging the 
required equations into an integrated model. Simplified coupled modelling 
approaches have been tested using separate, and non-spatially distributed 
models for water flow and dam breaching. Empirical equations for dam-breach 
discharge have been developed and implemented by Singh & Snorasson 
(1984), Wang et al. (2008) and in the BREACH model (Fread, 1988). In these 
models, mathematical equations for the dynamics of the outgoing discharge 
during a dam breach are derived from simplified landslide dam examples. 
Typically, a feedback loop between outflowing discharge and the amount of 
material entrained from the landslide dam determines the dynamics of the 
hydrograph (Fan et al., 2014). While empirical equations provide a useful 
estimation of the relevant physical processes during a dam breach, only 
outgoing discharge is simulated and downstream processes are not modelled. 
Moreover, the accuracy is generally low for more complicated cases (Zhu, 
2006). The BREACH model simulates the increasing breach depth in a landslide 
dam using an iterative numerical solution. At the sides of the entrained 
channel, a limiting angle determines the additional collapse of material. Valiani 
et al. (2002) improved this by simulating dam breach discharge using a two-
dimensional finite element method.  
Fan et al. (2014) provided an insightful step towards integrated modelling by 
linking a one-dimensional breach outflow model with a hydraulic 2D flood 
simulation. The outflow from the BREACH model determines the boundary 
condition for the Sobek flood model (Delft Hydraulics, 2000). With this 
combined setup, it was possible to predict the dynamic dam breaching and the 
resulting large scale flood behavior, with significant accuracy. However, this 
integrated setup was still limited by the assumptions in the model. The breach 
model is one-dimensional and uses a simplified shape for the estimation of 
breaching dynamics. The setup ignores catchment-scale hydrological 
processes that could influence the surface flow. Furthermore, breach outflow 
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can typically contain large amounts of solid material, altering the dynamics of 
the mixture. Fan et al. (2014) implemented a flood model where flow is 
calculated using the Saint Venant equations for shallow flow, which ignores 
forces such as viscosity, and implements a fluid-based frictional model 
(Dhondia and Stelling, 2002). Li et al. (2011) provided a different approach to 
integrated simulations of landslide dams by linking the BREACH model with 
both a regional rainfall-runoff model and the Flo-2D debris flow model for 
modelling the runout of the breach material. Despite their improved method, 
the landslide dam breach modelling depends on assumptions such as constant 
flow material properties, a limiting region for entrainment and landslide 
initiation coming from pre-defined boundary conditions. More recently, Mergili 
et al (2017) show the application of diluting mass flows to modelling Glacial 
Lake Outburst floods. The authors developed the r.avaflow model, based on 
two-phase mixture equations by Pudasaini (2012) that allows for mixed flow 
of water and solids and implements a simplified entrainment process, also for 
cascading flows (Mergili et al., 2018a, 2019). While this allows for a more 
detailed description of multi-phase flows and internal forces, the catchment-
processes that are crucial in runoff-triggered debris flow formation and 
landslide dam formation are not included.  
Current approaches either lack the detail or processes to simulate the multi-
process chain as it occurred in Hongchun. Cascading multi-hazard behavior is 
simulated for a series of interacting earthquake, landslide, debris flow and flood 
processes in the Hongchun watershed. In order to simulate the behavior of the 
Hongchun event, an extended and improved version of OpenLISEM Hazard is 
presented. To analyze the uncertainties in modelling such process chains, we 
employ ensemble simulations and analyze spatial hazard probabilities to 
estimate reliability. Finally, we discuss the benefits, downsides and potential 
application of modelling methods that involve integrated multi-hazard process 
chains. 
The investigation of the Hongchun watershed builds on previous works in 
literature. Tang et al. (2011; 2015) describe the co-seismic and post seismic 
landslide events between 2008 and 2011 in this area. Several other studies 
have simulated the event using a variety of modelling techniques. Ouyang et 
al. (2015) applied shallow flow depth-averaged debris flow equations in order 
to understand the event as a simplified runout process. Zhang et al., (2018) 
utilized a depth-averaged smooth particle hydrodynamics model to simulate 
both runout from landslides and the later debris flow. The authors show a novel 
application of such methods to a multi-stage event, however, without an 
integration in catchment scale hydrology and a physical implementation of 
entrainment and breaching of the landslide dam. Domenech et al. (2019) used 
a multi-event debris flow model including entrainment to study the effect of 
material depletion on debris flow initiation in the Hongchun watershed. Using 
results of modelling studies, Chen et al. (2016) performed a cost-benefit 
analysis for the mitigation measures to protect the touristic town of Yinxiu, 
located directly opposite to the outlet of the Hongchun watershed on the other 
side of the Ming River.  
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6.2 Theoretical Model Background 
One of the important cornerstones is the work by Pudasaini (2012) who 
developed a set of physically-based two-phase mass movement equations that 
can adapt the interfacial forces in the flow based on the local volumetric solid 
concentration. This allows to simulate the behavior of landslides, the flow of 
water and the interactions between mass movements and water flow (Mergili 
et al., 2018a, 2019). Using these equations, Bout et al. (2018) developed an 
integrated model for slope hydrology, slope failure, mass movements and 
runout. Recently, Pudasaini and Mergili (2019) developed a three-phase mass 
flow model that addresses deposition morphology and related phenomena. 
We have implemented a series of new processes within the physically-based 
OpenLISEM Hazard model. The development of this catchment-scale 
simulation tool started with hydrology, runoff and transport-capacity based 
erosion (Jetten & de Roo, 2001). The OpenLISEM Hazard model implemented 
multi-phase flow and slope stability into the tool (Bout et al., 2018). 
Additionally, runoff is simulated by the multi-phase equations that reduce to 
the saint venant shallow water equations in the absence of solids. The two-
phase flow enters the channels according to a mannings-type velocity (Bout et 
al., 2018). All parts of the OpenLISEM Hazard model remain identical in this 
work, except for the interactions with the added processes, as described in this 
section. We implement the addition of terrain-altering entrainment by mixture 
flows, and the simulation of co-seismic shallow landslides. An overview of the 
processes is provided in Figure 6.1. 
 
 
 
Figure 6-1 

 
 
 
Figure 6-1 A schematic overview of 
processes, fluxes and storages within 
the OpenLISEM Hazard model. 

6.2.1 Slope Stability and 
Failure 

Hydrology influences slope 
stability and can eventually lead 
to failure. Slope failure is based 
on the Iterative Failure Method 
(Bout et al., 2018). This 
technique reverses the Factor of 

Safety (equation 6.1) to solve for the remaining depth of material at which the 
local situation becomes stable. The locally altered terrain then results in 
changed forces in the surrounding cells. Through iteration, the method keeps 
removing material until no unstable cell is left and the minimum required 
material for a stable terrain has been removed. We added the seismic forcing 
in the Factor of Safety calculation following Morgenstern & Sangrey (1978). 
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6. 1 FOS ൌ  
cᇱ  ሺሺሺγ െ mγ୵ሻhୱ  mγ୵zሻcosሺβሻଶ െ hୱγαsinሺβሻ cosሺβሻ ሻ tanሺϕሻ

൫ሺγ െ mγ୵ሻhୱ൯sinሺβሻ cosሺβሻ  hୱγαcosሺβሻଶ  

 
Where 𝐹𝑂𝑆 is the Factor of Safety (-), 𝛽 is the slope of the soil section (-),𝑐ᇱ is 
the apparent cohesion of the soil (kPa), 𝛼 is the peak horizontal earthquake 
acceleration (𝑚 𝑠ିଶ), 𝜙 is the internal friction angle of the soil (-), γ is the 
density of the slope material (𝑘𝑔 𝑚ିଷ), γ୵ is the density of water (𝑘𝑔 𝑚ିଷ), m is 
the fraction of the soil depth that is saturated from the basal boundary (-) and 
hୱ is the depth of the failure plane (𝑚). 
 
The apparent cohesion is corrected for an additional root cohesion and a matric 
suction term. The acceleration is assumed to be, as in the most critical 
situation, the estimated peak horizontal ground acceleration. To account for 
sub-surface force propagation, we include an iterative force solution. This is an 
extension of similar approaches in Zhou & Cheng (2013) and Zhou et al., 
(2014). In the proposed implementation, forces are iteratively solved 
throughout the entire terrain description. 
We assume that excess force is transferred downslope, but the fractured top 
material is unable to transfer force resistance upslope. 
In the three-dimensional case, where the x-and y- components of the seismic 
forcing and slope steepness influence the propagation, this can be expressed 
as equation 6.2. 
 
6. 2 ∇Fupሬሬሬሬሬ⃗   ൫Cሬ⃗ െ Dሬሬ⃗ ൯ ∗ ൫S⃗ ∙ Flatሬሬሬሬሬ⃗ ൯ ൌ 0  
where 𝐶 the force capacity (numerator of equation 3), D the force demand 
(denominator of equation 3), 𝑆 is the normalized slope vector (-) and 𝐹௧ሬሬሬሬሬሬሬ⃗  is the 
vector of laterally acting forces (𝑘𝑔 𝑚 𝑠ିଶ). 

 
Figure 6-2 Sub-surface force distribution is solved through iteratively finding a steady 
state (Fd = driving force, Fc = resisting force) 
We assume in the set-up of the model that a failure plane can develop in the 
soil materials at any depth. Equation 3 can be inverted to find the value of h, 
for which the safety factor is one. To solve this equation for h, we first express 
the slope based on the local elevation differences and create a shortened 
equation for the factor of safety (equation 6.3 and 6.4). 
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6. 3 β ൌ  atan ቆ
maxሺhxെ1 െ hx, hx െ hx1ሻ

dx
ቇ  

6. 4 FOS ൌ 1 ൌ
C1   C2 ∙ cos ൬atan ቀ

z െ z0
dx ቁ൰

2

∙ tanሺϕሻ

C3 ∙ sin ൬atan ቀ
z െ z0

dx ቁ൰ ∙ cos ൬atan ቀ
z െ z0

dx ቁ൰
 

where the simplified constants are given by equations 𝐶ଵ ൌ 𝑐, 𝐶ଶ ൌ
ሺሺሺγ െ mγ୵ሻhୱ  mγ୵hୱሻ, 𝐶ଷ ൌ  ൫ሺγ െ mγ୵ሻhୱ൯, 𝛽 is the slope angle (-),𝑧 is the 
elevation above the failure surface (m) and z is the lowest neighboring 
elevation (m). 
Solving this equation can be done using the trigonometric identities (Equation 
6.5 and 6.6). 

6. 5 cosሺatanሺxሻሻ ൌ
1

√1  x2
 

6. 6 sinሺatanሺxሻሻ ൌ
x

√1  x2
 

Finally, we find the lowest real root to the second-order polynomial equation 
of the form 
6. 7 hs ൌ a  ሺbሻ x  ሺcሻx2  
Where 

𝑎 ൌ 𝐶ଵ ℎ
ଶ െ Cଵ dxଶ  

𝑏 ൌ 2 𝐶ଵℎ0 െ 𝐶ଷ ℎ 𝐹𝑂𝑆 െ 𝐶ଷℎ𝐹𝑂𝑆 𝑑𝑥 𝐶ଶ𝑑𝑥ଶ  
𝑐 ൌ  𝐶ଵ െ 𝐶ଷ 𝐹𝑂𝑆 𝑑𝑥  

Using equation 9 the critical depth can be found, where the material on the 
slope is in equilibrium. By multiplying the area of a pixel with the slope material 
height above this critical depth, a failure volume can be calculated. This volume 
consists of solids and water, depending on the soil saturation level, and is then 
added to the flow equations that simulate Mohr-Coulomb mixture flow. 
The following set of equations by Pudasaini (2012) is used in the OpenLISEM 
Hazard model. 
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Where ℎ is the flow height, 𝑠 is the solid phase, 𝑓 is the fluid phase, 𝒖𝒖 is the 
velocity of the unconfined phase (free fluids), 𝒖𝒄 is the velocity of the solids, 
confining solids and confined fluids, 𝜌 is the density of fluids, 𝜌௦ is the density 
of solids, 𝛼 is the volumetric fluid phase fraction, 𝛼௦ is the volumetric solid 
phase fraction, 𝑃 is the fluid pressure, 𝜂 is the fluids dynamic viscosity, 𝒜 is 
the mobility of the fluid at the interface, 𝒞ீ is the drag coefficient, 𝑈்,௨ is the 
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settling velocity of the unstructured solids, ℱ is the drag contribution from 
solid-like drag, 𝒢 is the drag contribution from fluid-like drag, 𝑀൫𝑅𝑒൯ is an 
empirical function weakly dependent on the Reynolds number, 𝒫 the 
partitioning parameter for the fluid and solid like contributions to drag, 𝒞ெீ is 
the virtual mass coefficient, 𝐾 is the active lateral earth pressure coefficient, 
𝐾 is the passive lateral earth pressure coefficient, 𝜁 is a shape factor for the 
vertical gradient in solid concentration, 𝑛 is Mannings surface roughness 
coefficient, Χ is the shape factor for the vertical fluid velocity profile, 𝑅𝑒 is the 
particle Reynolds Number, 𝑁ோ is the Reynolds Number, 𝑁ோ is the interfacial 
Reynolds Number 𝐻 is the typical height of the flow, 𝐿 is the typical length of 
the flow and 𝜖 ൌ

ு


 is the typical length of the flow 

6.2.2 Deposition and Dam-Formation 

Flows such as the ones described by the equations presented above have 
complex interactions with the topographic surface. In particular, material in 
the flow can be deposited, or material from the terrain can be entrained. 
Deposition occurs when the flow velocities of a solid-fluid mixture have 
sufficiently low velocities and drag forces do not overcome shear resistance. 
Then, water and solids are subtracted from flow volumes to form a deposits 
layer. The presented approach assumes a mixed and therefore vertically 
homogeneously saturated deposition layer. Laterally, the ratio of fluids and 
solids can vary, as can the properties such as grain size, internal friction angle 
and density. Within the model, the deposition process is described based on 
the flow momentum equations and the deposition equations of Takahashi 
(1992). The flow momentum equations determine the loss of momentum and 
stagnation of flow, but assume mixed flow of water and solids. The deposition 
equations by Takahashi are used to transfer solid material from flow to the 
deposits layer. These equations use local stability analysis and the ratio 
between the flow velocity and the critical velocity to estimate deposition of 
solids (Equations 6.20 - 6.23). The equations are applied spatially and 
temporally based on real-time flow properties (including mixture flows or 
channel discharge) and thereby automatically include topography and 
properties of the moving solids. Using these generalized deposition equations, 
a variety of more specific deposition-based processes is simulated. For 
example, deposition of landslide material in a river would equate to landslide 
dam formation in rivers. 
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6. 22 tanሺθcሻ ൌ
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6. 23 αeq  ൌ
ρw tanሺθሻ

ሺρs െ ρwሻሺtanሺϕbሻ െ tanሺθሻሻ
 

where D is the deposition rate (𝑚 𝑠ିଵ), |uሬ⃗ | is the critical velocity for deposition 
(𝑚 𝑠ିଵ), 𝑝 is the calibration factor for the critical velocity for deposition (-), 𝛼 
is the equilibrium volumetric solid concentration (-), 𝛼 is the volumetric solid 
concentration of the bed material (-), and 𝑑ହ is the median grain size (𝑚). 

6.2.3 Entrainment Equations 

In order to estimate entrainment, we implement the equations by Takahashi 
et al. (1992) in a similar manner as was done in the Edda model (Chen and 
Zhang, 2015). The expressions for the entrainment rate are provided by 
equation 6.24, 6.25 and 6.26. 
6. 24 E ൌ Kሺτ െ  τcሻ  
6. 25 τ ൌ ρghSf  
6. 26 τc ൌ cb  ሺ1 െ Csሻα൫ρs െ ρw൯gh cosሺθሻ2tan ሺϕbሻ  
where E Is the rate of change of the topographic surface (erosion rate) (m𝑠ିଵሻ;  τ 
is the shear stress (Pa), τୡ is the critical shear stress (Pa), S is the surface 
friction term (-), 𝜏௬ is the yield stress (Pa), 𝐾 is the entrainment coefficient (-
),𝑐 is the cohesion of the bed material (Pa) and 𝐶௦ is the coefficient of 
suspension (-). 
The surface shear term is calculated from the momentum conservation 
equation as the sum of all surface frictional terms. Lateral entrainment is 
similarly included within the model. If the numerical scheme provides a contact 
between flow and a steep side, the same equations by Takahashi are applied 
to estimate shear force and entrainment.  
Iverson and Ouyang (2015) noted that the momentum jump boundary 
condition, which must hold for to satisfy conservation of momentum, is not 
met by the expression from Takahashi. We adapt the expressions to conform 
to the momentum jump boundary condition, as provided by (Equation 6.27). 

6. 27
dz

dt
ൌ E ൌ

τ െ  τc

ρeff ub
 

where 𝜌 is the total effective density of the flow (𝑘𝑔 𝑚ଷ), 𝑢 is the basal 
velocity (𝑚 𝑠ିଵ). 
Iverson and Ouyang (2015) indicate that the equations by Takahashi do not 
include a distinction between basal and mean velocities and do not conserve 
momentum. The basal velocity differs from the mean velocity of the flow 
according to a vertical velocity profile. Our model description does not include 
an estimate of the basal flow velocity. However, the entrainment coefficient (a 
constant calibration parameter) can be inversed 𝐾 → 𝐾ିଵ (and instead be used 
as a velocity scaling factor (𝑢 ൎ 𝐾 𝑢ത ሻ, with 𝑢ത the depth-averaged velocity of 
the flow. This doesn’t alter any of the possible behaviors of the model, but 
provides a stronger theoretical foundation for the entrainment rate. This 
approach was similarly taken by Pudasaini and Fischer (2016). Therefore,  

6. 28
dz

dt
ൌ E ൎ  

τ െ  τc

ρeff K uത  

Furthermore, we ignore vertical velocities in the model setup, a both common 
and necessary assumption that has given good results in other models (Iverson 
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and Ouyang, 2015). Finally, we alter the mass and momentum source terms 
to include the produced mass and momentum from entrainment and thereby 
hold to conservation of these quantities (Equation 40). 

6. 29
dv

dt
ൌ E ∙ ሺK uതሻ  ⋯  

6.2.4 Implementation 

The equations presented in the previous sections are implemented within the 
OpenLISEM Hazard model (Bout et al., 2018). The complete closed set of 
equations and variables is solves as one integrated whole and solves the 
dynamics of a consistently described terrain. This means, for example, that 
processes such as slope failure that alter the soil depth thereby alter infiltration 
and ground water processes. Since the integration of the presented equations 
within the model is a straightforward matter of consistent terrain description, 
we do not present the details here. 
A flowchart of the full model is given in Figure 6-3. Hydrology forms the basis 
of the simulated cycle. From this, other sediment and solids-related processes 
are linked. At each timestep, properties of the flow are determined based on 
the simulated water and solid content. The numerical scheme within the model 
is based on the monotonic upstream cell-centered scheme (MUSCL) (Van Leer, 
1979). This scheme uses piecewise linear reconstructions of both the terrain 
surface and the flow properties (for an implementation in flow simulations see 
Delestre et al., 2014; Bout et al. 2018). This terrain reconstruction estimates 
local slope, and in rough terrain also includes cell boundary elevation 
differences. Such terrain reconstruction can be required for stable numerical 
simulation of flow-entrainment feedback loops that alter elevation dynamically 
(Pudasaini, 2018). 
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Figure 6-3 A schematic overview of the OpenLISEM Hazard model, including the link with 
the most relevant input data 

6.3 Study Case 

6.3.1 Hongchun Catchment 

The integrated OpenLISEM multi-hazard model was applied in the Hongchun 
watershed, located near Yingxiu town in the epicentral area of the 2008 
Wenchuan earthquake, in Sichuan province, China. Selection of this event was 
done based on the presence of a complex process chain and available data.  
This watershed has an area of 5.3 km2, and elevation ranges between 900 and 
1700 meters. The very steep slopes (>30 degrees) were covered by dense 
vegetation before the earthquake, in 2008. The steep terrain and sharply 
incised channels provide few locations for human settlements. The touristic 
town of Yinxiu is located adjacent to the Min river, opposite and several 
hundreds of meters downstream of the outlet of Hongchun watershed. The 
lithology of the area consists mainly of highly fractured granitic rocks, with 



 

129 

some pyroclastic rocks, limestones and sandstones (Tang et al., 2011). The 
texture of the weathered material is predominantly clay-loam with large 
amounts of gravel. The Beichuan thrust fault runs straight through the 
watershed (Figure 6-4; Mahodja et al., 2016). In 2008, the fault was ruptured 
in the Wenchuan earthquake (Mw 7.9). After the earthquake, numerous 
landslides occurred in the area, leaving large volumes of deposits in the 
streams and channels, and removing the vegetation in 50% of the area. An 
overview of co-seismic landslides mapped by Tang et al. (2016) is shown in 
figure 4. The northern part of the catchment, which is part of the hanging wall, 
was more impacted than the southern part. The main channel of the Hongchun 
catchment was predominantly filled by deposits from a central, larger co-
seismic landslide (Figure 4). According to Tang et al. (2011) these deposits 
formed a landslide dam within Hongchun Gully that was breached in 2010, as 
was visible in their photographic evidence. Ouyang et al. (2014) and Horton et 
al. (2019) do not describe a dam being formed, but provide a modelling 
approach that considers entrainment of homogeneously spread deposit 
material. Additionally, elevation model differences obtained by Tang et al. 
(2019) showed over 20 meter of deposited material caused by landslide L1 
(figure 4, figure 10). Xu et al. (2010) stated that 6 different landslide can be 
indicated to have created blockages.  



130 

 
Figure 6-4 An overview of the Hongchun Watershed: (Top) Hillshade Image with co-
seismic landslide map from Tang et al. (2016) (bottom) Post-Event natural colour 
composite from Pléiades satellite, showing the situation in 2017. (right) Aerial image of 
the 2010 deb 

6.3.2 The Multi-Hazard Event of 2010 

In 2010, two years after the earthquake, the Hongchun watershed experienced 
several rainy weeks followed by a high intensity rainfall event. This event 
consisted of two peaks of several hours of rainfall, with intensities up to 33 
millimeters per hour. In total, 220 mm of rainfall fell in two days. During this 
event, a debris flow was generated by entrainment of loose landslide deposits, 
and the landslide dam located in the central channel was breached. The debris 
flow was initiated by entrainment of deposits in the main three upper branches 
of Hongchun (Tang et al. (2011); Horton et al., 2019). The debris material 
breached the blocking deposits downstream, and the volume of the flow 
increased substantially due to more entrainment downstream. Upon leaving 
the Hongchun watershed, the debris flow material deposited in the Min River. 
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Volume estimations in literature range from an estimated total volume of 7.11 ൈ
10ହ 𝑚ଷ (Tang et al., 2011) with a thickness of up to 15 meters to 80.5 ൈ 10ସ 𝑚ଷ 
of deposits (Li et al., 2013). The Min River, which experienced a high discharge 
at this moment, was diverted laterally and flooded parts of the nearby newly 
reconstructed Yinxiu town (Figure 6-4). A schematic overview of the event is 
provided in figure 5. The 2010 event was the first reported landslide or debris 
flow activity within the catchment since the earthquake (Tang et al., 2011; Li 
et al., 2013).  

6.4 Simulated Process Chain 
The simulated process chain follows the general description of the events by 
Tang et al. (2011) and Li et al. (2013). The 2008 earthquake induces co-
seismic landslides that deposit large volumes of material within the Hongchun 
watershed, some of which blocks the channel. We will consider only the 
blockage from landslide L1, as here, data was available for pre-and post-
deposition elevation differences, and it was indicates as the largest blockage 
with depths at least over 15 meters (Tang et al., 2011; Tang et al., 2019). 
Similarly, we follow Tang et al. (2011) since their method of estimation is 
provided, and their estimate included debris flow deposits within the gully. We 
make a similar choice concerning the geometry of the deposits, which varies 
between Tang et al. (2011), Ouyang et al. (2015), Horton et al. (2019) and Xu 
et al. (2019). Two years later, in august, 2010, heavy rainfall lead to upstream 
initiation of debris flows by entrainment in multiple branches. These breached 
the blocking and entrained a channel over more than 10 meters depth. The 
final material deposited in the Min river, blocking flow and diverting the river 
to a newly constructed part of Yinxiu. 
 

 
Figure 6-5 A schematic overview of the stages of the described event. The events for 
simulation 1 occurred directly after the Earthquake in 2008. The events for simulation 2 
after the rainfall event in 2010. 
 
In summary, the study area experienced two different multi-hazard chains that 
will be simulated. 
 Co-seismic chain: The first one was experienced during the earthquake, 

when ground shaking and topographic amplification triggered a series of 
co-seismic landslides, some of which blocked the Hongchun stream;  
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 Post-earthquake chain: heavy rainfall triggered debris flows due to 
entrainment, which broke the co-seismic landslide dam. The resulting 
debris flow dammed the Min river, which was diverted into the town of 
Yingxiu. 

All simulations include entrainment of available soil material, hydrology and 
the related surface processes as described in the theory section. 

6.4.1 Model Input and Parameters 

The input data are based on a combination of laboratory or field measurements 
and drone or satellite-based spatial data products (Table 6-1).  
 
Table 6-1 List of input data and sources for the multi-stage multi-hazard modelling with 
OpenLISEM Hazard. 
Spatial input parameters 
Base Map Parameter Source 
Elevation Pre-Earthquake DTM (𝑧) 20m resolution elevation product from 

interpolated contourlines. 
 Post-Earthquake DTM (𝑧) Drone photogrammetry 2m resolution surface 

elevation (filtered to DTM using PIX4D vegetation 
filter). Manufactor reported accuracy of 0.17 
meter. 

Land Surface Land cover classes Sentinel-2 classification at 10m resolution 
(trained spectral angle mapper) 

 Mannings N (𝑛) Literature comparison with field photos 
 NDVI Landsat-8 images at 30 m resultion (2008) 

SPOT-4 product at 4m resolution (2010) 
 Vegetation Cover Estimated from NDVI using empirical method 

(Kalacska et al., 2004; Jiang et al., 2006) 
 Root Cohesion (𝑐) Measured in field (12 samples) and extended 

based on land cover classes. 
Soil 
Material 

Texture (𝑑ହ) Measured from field samples (4 samples) 

 Saturated Conductivity (𝑘௦௧) Measured from field samples (4 samples) 
 Internal Friction Angle (𝜙) Measured from field samples (16 samples) 

Literature values 
 Cohesion (𝑐) Measured from field samples (16 samples) 
 Porosity (𝜃௦), Matric Suction (𝜓) Literature Values derived from texture (Saxton et 

al., 2006) 
 Density (𝜌) Measured from field samples (16 samples) 
 Initial Moisture (𝜃) Ground water model run for three months using 

GPM 30 minute interval satellite rainfall 
estimates. 

 Soil Depth (ℎ௦) Soil depth modelling calibrated using landslide 
scarp depth (method from Ruette et al., 2013) 

Shakemap Peak Ground Acceleration (𝜃௦) USGS shakemap (Wald et al., 2005) 
Rainfall Rainfall Intensities (𝑅) Rainfall station within Yinxiu provided high-

accuracy hourly data. Additionally GPM 30-
minute interval global rainfall product was used 
for pre-event ground water modelling. 

Inventory Landslide locations  Mapped from high-resolution imagery (Tang et 
al., 2017) 

Boundary 
Condition 

Min river Discharge (m3/s) Estimate from literature (Tang et al., 2011) 

Global parameters 
(besides multipliers for all spatial input data with default value of 1.0) 
 𝛼  𝛽  𝐾  𝐶  𝑃  𝐶 

 1  10  0.05  0.1  0.5  0.65 
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A pre-earthquake digital terrain model with 20 meters spatial resolution was 
obtained from the local government. Unfortunately, we were not able to obtain 
better quality pre-earthquake elevation data. Post-earthquake surface 
elevation data were available at 2-meters spatial resolution, acquired from 
fixed-wing drone flights (See Figure 6) and filtered using the Pix4D DTM filter 
to remove vegetation (Pix4D, 2017). This filtering process introduces severe 
uncertainties into the data (Tang et al., 2019), but is required for effective 
simulation of flow processes. Flow simulations typically are most dependent on 
the accuracy and spatial resolution of the elevation model. In order to have an 
effective compromise between detail and computation time, we resampled all 
base input to maps of 10 meters resolution. 
Pre-earthquake NDVI values were calculated at 30 meter resolution Landsat-8 
images from 2008. A post-earthquake NDVI map was obtained from 4 meter 
spatial resolution SPOT-images acquired in 2009. NDVI values were used to 
estimate Leaf Area Index (LAI) by applying an empirical relation obtained from 
tropical forest data (Kalacska et al., 2004). We used it to estimate fractional 
vegetation cover using a similar empirical relationship (Jiang et al., 2006). 
 

 
Figure 6-6 An overview of the input data for the Hongchun catchment: elevation model 
(left), NDVI (middle), modelled soil depth (right). 
 
Spatial seismic acceleration data were obtained from the USGS ShakeMap 
product (Wald et al., 2005), developed using combinations of measurements 
and intensity prediction equations. Peak Ground Acceleration (PGA) values 
were around 1.5 g for this earthquake in the Hongchun area. Landslide material 
strength parameters were obtained from tri-axial strength tests performed for 
engineering reports ordered by the local government (Table 6-2; Yang, 2010; 
Hao et al., 2011; Li et al., 2011). The consolidated-drained triaxial tests were 
performed on samples acquired from both the deposition and source areas, 
although exact locations are unknown. The resulting average values for 
cohesion of 7.3 kPa and internal friction angle of 27 degrees were calculated 
from 16 samples. Because of the small size of the catchment, and the similarity 
of the debris material, we follow other authors in assuming an approximately 
homogeneous distribution of these parameters within the watershed (Ouyang 
et al., 2015; Domenech et al., 2019).While the cohesion and density matches 
the values found in other studies (Ouyang et al., 2015; Domenech et al., 
2019), the internal friction angle was estimated to be between 30 and 40 
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degrees in a previous study (Ouyang et al., 2015), based on measurements of 
internal friction angle on similar igneous rocks in the nearby Xiaojigou ravine. 
The difference between these values can be explained by the material used in 
the tri-axial tests. In our case, material from landslide depositions from 
deposition areas or source areas was used. These samples from deposits 
contain more fractured and loosened material since they have been fractured 
during the movement of the landslide. Thus, these measurements will provide 
a more appropriate value in post-earthquake entrainment simulations. 
However, for pre-earthquake slope stability estimations, a value of 35 degrees 
was used, as was done in other studies (Ouyang et al., 2015; Domenech et 
al., 2019). Textures were found to be clay-loam with large amounts of gravel. 
Saturated infiltration rates were measured in the field by using field ring 
infiltration tests. Because of the large amounts of gravel, and macro-pores 
within the materials structure, infiltration values were relatively high. Values 
were obtained for a total of four locations, which gave an average value of 65 
mm/h for saturated conductivity. Other soil related parameters such as 
porosity, density and matric suction were obtained using the pedotransfer 
functions from Saxton et al. (2006). 
 
Table 6-2 Strength parameters for the debris flow material in the Hongchun catchment 
(Yang, 2010; Hao et al., 2011; Li et al., 2011) and saturated hydraulic conductivity. 
Average values are used in the simulations because of the spatial similarity of the 
lithology and soils. 

 Average (16 samples) 
Cohesion (kPa) 7.3 +/- 2.3 
Internal Friction angle 
(Degrees) 

27.0 +/- 1.8 

 Average (16 samples) 
Density (kg/m3) 2145 +/- 84 
Median Grain Size (mm) 3.1 +/- 0.21 
 Average (4 samples) 
Saturated Hydraulic 
Conductivity (mm/h) 

65 mm/h +/- 14.8 

 
During the simulation, the Min river will have an initial discharge based on 
literature values from Tang et al. (2011). This flow will simulated using the full 
modelling setup and include drag and other forces. Soil depth values were 
obtained by applying the spatial soil depth model from Von Ruette et al. 
(2013), which uses steady-state assumptions to balance material production 
with soil movement according to an empirical formulation of erosion and lateral 
transport. The production of weathered material depends on the weathering 
rate of bedrock. Since weathering rates are generally difficult to obtain, this 
parameter becomes the main optimization parameter. Additionally, a global 
soil depth multiplier and soil movement rate parameter are optimized. 
Validation was done using soil depth values obtained from landslide scarps at 
246 locations. For each landslide, several locations were picked along the 
scarp. In this study, we used the pre-and post- earthquake elevation model 
differences provided by Tang et al. (2019). From their data, we sampled 
elevation model differences in landslide source areas to obtain failure depths, 
assuming that the failures were at least as deep as the top layer of weathered 
material. In case of shallow landslides, we took the maximum landslide depth 
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as soil depth. For the larger, deep-seated landslides, no samples were taken 
since it was not possible to obtain a good estimate of the depth of the top 
layer. Additionally, we simulated a second layer within the slope stability 
calculations with an additional depth of 20 meters. We assumed that this 
second layer did not contain groundwater, had an internal friction angle of 35 
degrees, was subject to sub-surface lateral forcing, and influenced by the 
weight of the upper layer. Calibration results and cumulative distributions of 
depth values are shown in Figure 6-7. 
 

 
Figure 6-7 Soil depth simulation results. (Left) A comparison of predicted vs observed 
values. (Right) Probability distribution for observed and simulated soil depth values. This 
includes only values at the sample locations (n = 246). 
 
The effect of vegetation on slope stability and entrainment rates were taken 
into account by adding root cohesion. We estimated the average root cohesion 
for the various vegetation classes using a combination of literature data and 
measurements (Schmidt et al., 2001; de Baets et al., 2008; Chock et al., 
2015). We used the method as described by de Baets et al. (2008) which 
requires measuring root critical force and root diameters for all significant roots 
within a specific surface area. Then, after converting force to tensile strength, 
the total effect of the roots per unit area can be estimated using equation 40. 
40   𝑐௧ ൌ

∑ ்


ሺsinሺ𝜃ሻ  cosሺ𝜃ሻ tanሺ𝜙ሻሻ 

where 𝑐௧ is the added apparent root cohesive strength (kPa), 𝑖 is the root 
diameter class, 𝑇 is the root tensile strength (kPa), 𝑛 number of roots within 
the diameter class, 𝑎 is the cross-sectional area of the root, 𝐴 is the area of 
the soil occupied by roots (m2), 𝜃 is the angle of shear distortion in the shear 
zone (°) and 𝜙 is the internal friction angle (°). Note that term that estimates 
the effective force contribution ሺsinሺ𝜃ሻ  cosሺ𝜃ሻ tanሺ𝜙ሻሻ is usually assumed to be 
approximately 1.2 (Baets et al.,2008). Here, we used a spatial calculation of 
this variable.  
A total of 12 measurements of root cohesion averaged over a 0.1 m2 area were 
done. This was possible due to the small vegetation had regrown on the 
deposits and initiation locations of landslides, as is typical in this area (Huang 
et al., 2015). On average, 108 roots were found per test site of 0.1 m2, with 
an average diameter of 3.6 mm. Average values for young, post-landslide 
vegetation where found to be 4.8 kPa, averages for medium-sized vegetation 
where found to be 6.2 kPa. For mixed forest, literature values were used, and 
root cohesion was estimated to have a value of 8 kPa (Chock et al., 2015; 
Huang et al., 2015). The estimated cohesion values were combined with the 
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land cover map in order to predict root cohesion spatially. Finally, within each 
land cover class, we linearly scaled the root cohesion to fractional vegetation 
cover values that were derived from the NDVI both before and after the 
earthquake. 

6.4.2 Calibration and Validation 

The predicted co-seismic failure areas were calibrated using the landslide 
inventory and mapped deposition based on aerial imagery and pre-and post- 
event elevation data differences obtained from Tang et al. (2019). The used 
data is a comparison of a 2008 Lidar and 1999 Lidar elevation model. In their 
work, standard deviation from ground control points was 2.8 and 4.8 meters 
respectively. While accuracy considerations data accuracy and georeferencing 
make direct elevation model comparison from different sources complex, we 
refer to the work of Tang et al. (2019) for a discussion on the novel methods 
applied and the resulting quality and possible usage in this area. Within the 
inventory, no separation between source and deposit areas was provided. 
Therefore we assumed that, based on field visits, on average the 25 % highest 
part of each landslide polygon represented the source area from where the 
landslide initiated.  
In order to validate the outputs of our adapted slope failure model, a 
comparison with other methods is performed. The Newmark displacement 
method (Newmark, 1965) was not used in our comparison. The primary 
reasons were the lack of predicted failure depths and the high similarity to the 
infinite slope model. Infinite slope types of models are not used because of 
their similarity to the presented method. Random ellipsoid/spheroid sampling 
is best suited for comparison due to its theoretical accuracy (Reid et al., 2015). 
Two models that are capable of regional application are finally compared.  
The first of these is Scoops3D, which uses random spheroid sampling to find 
the landslides with the lowest- failure volumes, and lowest factors of safety for 
each pixel (Reid et al., 2015). This model can also use seismic shake maps as 
input. Scoops 3d uses a regularized 3d grid within the model space to sample 
a large number of spheroid shapes from the terrain. For each of these shapes, 
the FoS is calculated. This model is set to use the ordinary method of slices in 
its calculations. The final output consists of a map indicating the locations of 
failures, and a new elevation model from which all failures are removed. 
Calibration is done by altering soil depth, internal friction angle and soil 
cohesion. The second model is r.slope.stability, which uses random ellipsoid 
sampling to find the lowest factor of safety and failure depth for each pixel 
(Mergili et al., 2014). R.slope.stability does not use a regularized 3d grid, but 
instead determines sample ellipsoids from the terrain, varying the height above 
the terrain, and size and rotation of the ellipsoids. This model builds on the 
work by (Xie et al., 2012) to estimate the FoS of a sampled ellipsoid. This 
model cannot incorporate seismic acceleration, so output is calibrated without 
addition of a seismic forcing. Calibration is done by altering soil depth, internal 
friction angle and soil cohesion. For both Scoops3D and r.slope.stability, the 
subsurface description is identical as to the input for OpenLISEM Hazard. As a 
measure of model fit, we used the Cohens Kappa value. This metric shows 
benefit over simple accuracy, especially for modelling landslide occurrence 
(Bout et al., 2018). 
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The second phase of the modelling first simulates hydrology and a debris flow 
initiated by entrainment. Then, within the same simulation, the Min River is 
blocked by debris flow material, and Yinxiu town is flooded. Calibration for this 
part of the modelling is based on mapped deposition extent in the Min River, 
the flood extent in Yinxiu Town, and the estimated depositional volume 
(approximately 7.11 ൈ 10ହ 𝑚ଷ). 
Calibration of the entrainment and debris flow runout was based on the final 
spatial deposit extent at the catchment outlet. The calibration parameters for 
each part of the simulation are shown in Table 6-3. For each parameter, 
deviation from initial values was limited to 50 and 200 percent of the original 
estimated value. An exception to this was the entrainment constant, for which 
no clear guideline was known to determine the value for specific terrain types. 
Based on earlier simulations and flume tests from Takahashi et al. (1992), a 
starting value was chosen of 0.05. For initial soil moisture content, the value 
is cut off at full saturation. Initially, each parameter was varied by choosing 
values between 60 and 140 percent of the original value. After initial calibration 
was done, the parameters were adjusted according to the steepest descent 
principle, in order to find the best set of parameter values. To have a level of 
validation in the simulations, the parameters resulting from calibration of the 
first chain were used as input for the second chain. 
 
Table 6-3 Calibration parameters, their initial values and their final calibrated values for 
both chains. 1Input multipliers are a calibration parameter that multiplies an entire input 
map (soil depth, cohesion or other) by this factor. 

Co-Seismic Slope Failure Soil Depth Internal Friction 
Angle 

Soil Cohesion 

Original Average 4.5 27 7.3 

Calibrated Input Multiplier1 1.3 0.91 1.2 

Hydrology, Flow and Entrainment Entrainment 
Constant 

Initial Soil Moisture 
Content 

Manning’s N 

Original Average 0.005 80 % 0.127 
Calibrated Input Multiplier 0.6 1.12 0.82 

6.5 Results 

6.5.1 Simulation of the First Multi-hazard Chain 

Simulation results for the first chain, co-seismic slope failure and runout, are 
shown in Figure 6-8. Both the accuracies and Cohens Kappa values for each of 
the used slope stability models are shown in Table 6-4. 
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Figure 6-8 A comparison of simulated slope failure extent with mapped co-seismic slope 
failures. (Left) OpenLISEM Hazard Iterative Failure Method with sub-surface forcing, 
(Middle) Scoops3D random spheroid sampling. (Right) r.slope.stability random ellipsoid 
sampling. 
 
Table 6-4 Slope stability simulation accuracy and Cohens Kappa values. 
Model Iterative Failure 

Method 
Scoops3D r.slope.stability Mapped 

True Negative (m2)  3775700 3420700 3971800 4258397 
False Positive (m2) 530100 476100 627800 0 
False Negative (m2) 587300 939300 391200 0 
True Positive (m2) 315400 369400 217700 950103 
Accuracy (%) 79 72 81 100 
Cohens Kappa 0.232 0.181 0.190 1 
Number 152 11 20 214 
Average Size (m2) 36394 140253 94028 21547  
Max 92200 628600 239400 131100 
St. Dev. 14500.3 234500.9 60800.7 12500.5 

 
The general spatial patterns are predicted with mediocre accuracy by all 
models, but the models differ considerably in details. For the ellipsoid and 
spheroid sampling done by r.slope.stability and Scoops3D, the failures are 
larger than those actually mapped (Table 4). For the iterative method, sizes 
are mixed but much more similar. Major landslides, in particular in the north, 
are predicted with similar size, although not on the exact location, by all 
models. The highest accuracy (81 %) is obtained using r.slope.stability, and 
the highest Cohens Kappa (0.232) value with OpenLISEM Hazard. The 
OpenLISEM Hazard iterative method shows the best reproduction of the 
general pattern, in particular since both Scoops3D and r.slope.stability lack 
slope failures in the southern half of the catchment. Of the three models, 
r.slope.stabiltiy and OpenLISEM Hazard show similarity in total failure area 
when compared to the inventory. However, the results are not accurate enough 
for any reliable uncalibrated simulations of potential events. The primary 
challenges faced by the Scoopd3D and r.slope.stability is their focus on larger 
rotational failures. While these are better predicted by these models, they lack 
smaller translational failures which were present in the Hongchun watershed 
and better match the assumptions of the Iterative Failure Method.  
  



 

139 

6.5.2 Runout and the Blocking of the Hongchun Stream 

When slope failures are simulated, OpenLISEM Hazard automatically 
introduces landslide runout by transferring the failed volume and its properties 
to the Mohr-Coulomb solid-fluid mixture flow equations. The depth of slope 
failures determine directly the amount of solids and fluids introduced (Figure 
6-9). The landslide material moved down the slopes into the main channel of 
the Hongchun watershed, blocking it in at least one location (Figure 6-9). The 
accuracy for the calibrated simulation was 64 percent with a Cohens Kappa 
value of 0.28 (Table 6-5), which is good, given the lower accuracy of the 
failures that started this process (Figure 6-9). Runout distances are similar to 
those mapped, indicated by the landslides reaching the main channels within 
the Hongchun catchment, but not reaching the Min river. In one location the 
channel was blocked by a deposit of 12 to 18 meter deep which was simulated 
with high accuracy as compared to the mapped blockage (Figure 9B). 
Engineering reports indicate a similar depth (16 meter) for the landslide dam 
(Yang et al., 2010; Hao et al., 2011; Li et al., 2011). We considered to use the 
landslide initiation polygons from the inventory to increase the accuracy of the 
runout simulation. However, since the aim of this research is to provide a true 
multi-stage modelling setup, we used the integrated prediction of slope failures 
as input in the runout modelling. 
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Figure 6-9 (A) Maximum landslide runout flow depth. (B) The simulated final deposit 
depth of the landslides. (C) A comparison of modelled landslide runout with the mapped 
landslide inventory. (D) Initiation depth from the slope failure simulation. 
 
Table 6-5 Confusion matrix for the landslide runout prediction in Hongchun watershed. 

 

 

Model Runout (m2 ) 
True Negative 2092900  
False Positive 1260500 
False Negative 613900 
True Positive 1241200 
Accuracy 64 
Cohens Kappa 0.28 
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6.5.3 Validation of Failure and Runout for the Major Central 
Landslide Using Elevation Model Differences 

Two large landslides (L1 and L2 in Figure 6-9) occurred in the northern part of 
Hongchun catchment. One of those, near the center of the area, blocked the 
main channel of the catchment. For this landslide, pre- and post-earthquake 
elevation models from LiDAR data are available (Tang et al., 2019), which were 
used to calculate the landslide volume. For this particular area, we compared 
the predicted elevation model differences based on slope failure and deposition 
from our modelling chain with the results from the LIDAR DEMs (Figure 6-10).  

 
Figure 6-10 An overview of the central largest landslide in the Hongchun watershed. (A) 
The simulated failure depth, (B) The simulated maximum runout depth, (C) The 
simulated deposition depth, (D) Post-Earthquake satellite image (Worldview, 2011) Note 
the mining activities in the landslide deposit area (E) Predicted elevation model 
differences due to co-seismic landslides. (F) Observed elevation model differences from 
pre-and post-earthquake LiDAR data. 
 
Both the slope failure and runout thicknesses are predicted with high accuracy 
for this landslide. The comparison of the failure and deposit area of this 
landslide with the mapped landslide gives percentage accuracy of 91 % and 
Cohens Kappa of 0.84. The landslide deposits of around 20 meters thickness 
remained in the main channel without spreading significantly. These deposits 
have later been mined as materials for local construction. As can be seen in 
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Figure 14 the failure, deposition and elevation differences are highly similar 
with matching spatial patterns.  

6.5.4 Simulation of the Second Multi-hazard Chain 

The results from the modelling of the second stage show a full physically-based 
simulation that reproduces the behavior and the impact of the event (Figure 
6-11). This rainfall event with two distinct peaks resulted in a rainfall amount 
of 220 mm in two days, which was modelled in time steps of 0.5 seconds. Due 
to the large rainfall volume, runoff increased rapidly leading to large amounts 
of sediments that were entrained from the co-seismic landslide deposits. Within 
the simulation, entrainment takes place after runoff has converged and flow 
height is increased. There, higher water pressures and velocities provide shear 
stress on the surface that is sufficient to overcome the materials internal 
stability. Near the outlet of the watershed, entrainment decreased due to a 
decrease in slope steepness. This decreased flow velocities, but also increased 
internal stability of the available material. Because of this, entrainment 
stopped, the flowing material lost momentum and was finally deposited partly 
in the main gully and in the Min River (Figure 6-11). 
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Figure 6-11 Calibrated simulation results for the second chain in the Hongchun 
watershed. (A) Maximum total flow depth; (B) Final deposit depth; (C) Entrainment 
depth; (D) River flood depth; ( E & F): Zoom of Hongchun outlet with (E): Deposition 
depth compared with mapped extent, (F) River flood depth compared to mapped flood 
extent; (G &H) Zoom of Hongchun Landslide Dam with (G) Entrainment depth and 
(H)Maximum flow depth. 
 
Table 6-6 Confusion matrix, accuracy and Cohens Kappa values for the debris flow 
deposition and flooding of the Min River. 
Model aspect Deposition Flood 
True Negative (m2) 516000 331543 
False Positive (m2) 28000 34510 
False Negative (m2) 35000 51890 
True Positive (m2) 213000 546132 
Accuracy 92 91 
Cohens Kappa 0.84 0.81 
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The simulated debris flow reaches the Min River and the deposits accumulate 
in the river. Most of the momentum has been lost before the material leaves 
the Hongchun watershed, and even though the Min River has a velocity of 7 
m/s the deposited volume is too large to be eroded by the Min river. Both the 
total deposit volume in the river, and the extent of the deposits compare well 
to the measured and mapped values. The deposits were modelled with an 
accuracy of 92 % and a Cohens Kappa value of 0.84 (Table 6). The modelled 
deposited volume is 5.82 ൈ 10ହ 𝑚ଷ (the observed estimation of the deposited 
volume is 7.11 ൈ 10ହ 𝑚ଷ) 
As a final stage of the event, the model predicted the flood behavior in the 
town of Yinxiu by the Min River, as its main course was blocked by the debris 
flow deposits. The modelled damming area correlates well with the observed 
deposit volumes and flood extents, obtained from the interpretation of aerial 
images and field photos from the event (Figure 14). The flood accuracy is 91 
% with a Cohens Kappa value of 0.81 (Table 6-6). Since the elevation data was 
up scaled from 2 meters resolution to 10 meters, the multi-story buildings 
merged with small streets to become a joined obstacle for the flow, which 
corresponds to the visual observations. 
While validation using comparison to mapped extent is a useful tool, it does 
not guarantee all aspects of the hazard are correctly simulated (e.g. timing, 
velocities, heights). The modelled timing of the debris flow (between 03:30 
and 06:00) matched the reported of 03:30 (Figure 6-12). 

 
Figure 6-12 Time series data for rainfall, total flow height and solid flow height at the 
Hongchun outlet. Reported debris flow occurrence time is indicated as ‘debris flow’. This 
time was reported in Tang et al. (2011) as the initial arrival of the first discharge 

6.5.5 Ensemble Simulations 

To analyze the uncertainties within the multi-hazard multi-stage modelling 
setup, we extended the calibration process to an ensemble analysis. In total, 
for each of the 6 calibration parameters, 3 equal-interval values were used 
(calibrated values, and the values plus or minus a given range of 10 – 50 % 
based on their estimate uncertainty, as indicated in Table 6-7. Thus, the first 
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simulation was repeated 27 (=33) times. In order to efficiently link the first 
stage ensembles to the second stage simulations, three results from the first 
set of simulations are selected as inputs for the second stage. The selected 
outputs are the best estimate (no variation of input parameters), and the 
results with the most and least deposited material. For each of these three 
inputs, the second stage was similarly repeated 27 (=33) times. In total, 112 
simulations were thus performed, out of which normalized frequencies were 
generated for hazard occurrence by dividing the counts by the total number of 
simulations. In order to define the occurrence of a flood/debris flow we define 
a threshold of 0.25 meters above which a flow is counted as an actual hazard 
occurrence. This avoids results including runoff that produces insignificant 
damage.  
 
Table 6-7 Parameter settings for the ensemble simulations. 

Co-Seismic Slope Failure Soil Depth (m) Internal Friction 
Angle (degrees) 

Soil Cohesion (kPa) 

Calibrated Value (average) 5.85 24.57 8.8

Variation range (+/- %) 30 % 30 % 30 % 

Hydrology, Flow and Entrainment Entrainment 
Constant 

Initial Soil 
Moisture Content 

Manning’s N 

Calibrated Value (average) 0.003 89% 0.10 
Variation range (+/- %) 50 % 10 % 20 % 

 
Figure 6-13 shows an ensemble plot for each stage of the simulation. For each 
location, these maps show the normalized frequency of hazard occurrence 
within the ensemble of simulations. 
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Figure 6-13 Ensemble simulation results for the Hongchun watershed. Visualized is the 
normalized probability, based on the ensemble of runs with varying input parameters, of 
the hazard occurring at each location. (A) Co-seismic slope failure. (B) co-seismic 
landslide runout. (C) Post-seismic debris flow deposition. (D) Post-seismic river flooding 
due to blockage. 

6.6 Discussion 

6.6.1 Uncertainties in Modeling the Multi-hazard Chains 

Several major obstacles in the simulation of co-seismic landslide occurrence 
can be identified, which are related to the assumptions and techniques used in 
the models. The iterative method that is implemented in OpenLISEM Hazard, 
assumes that, at least initially, failure surfaces are parallel to the terrain 
surface. This assumption can lead to a variety of issues when the terrain has 
small-scale variations that do not represent the overall topography. This 
assumption is not present in the random ellipsoid sampling methods. The 
iterative method shows similar failure depths and locations, but generally 
separates slope failures more, where the other models show larger joined 
failures.  
The predominant cause of this behavior most likely lies in the sub-surface force 
propagation. For ellipsoid or spheroid sampling, a locally stable cell might be 
involved in an unstable sample and therefore be included in a slope failure. The 
iterative failure methods has similar behavior, but depends on the sub-surface 
force estimation (Figure 6-14) which is theoretically less accurate then 
traditional sampling methods. The sub-surface force solution can have issues 
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based on terrain slopes, that can block forces. The iterative failure method 
assumes initial failure plane estimates are parallel to the surface slope, and is 
therefore sensitive to surface slopes. Ellipsoid or spheroid samples are not 
dependent on surface slopes but instead provide their own failure plane 
estimation. 

 
Figure 6-14 The upslope (left) and downslope (right) additional forcing that is estimated 
based on an iterative solution for sub-surface force redistribution. 
 
Secondly, structural geological input data are not available, and cannot be used 
in the iterative method. For three-dimensional analysis using random ellipsoid 
sampling, structural weaknesses could be implemented by altering strength 
properties of specific layers. When such data are available, applications of the 
detailed random ellipsoid sampling method, can allow for a greater predictive 
value (Mergili et al., 2014; Cance et al., 2017; Tun et al., 2018).  
Furthermore, seismic acceleration of material is a complex and dynamic 
process, driven by seismic waves compressing and stretching the sloping 
materials. Such waves reflect and refract based on material properties and 
boundary conditions, which leads to a variety of topography or material-based 
amplifications. These amplifications are generally important in landslide hazard 
modelling (Jafarzadeh et al., 2015). However, shake maps produced by the 
USGS utilize empirical predictive functions to spatially extent ground 
accelerations, and ignore these crucial local amplification effects. Within the 
study site, the USGS prediction was nearly homogenous, resulting in a high 
spatial uncertainty in the peak ground acceleration values we have used as 
input. Without accuracy spatial patterns the influence of seismic acceleration 
within the stability equations can be compensated by calibration. Evidence of 
this are the results of the r.slope.stability model which does not support seismic 
acceleration as input. Uncertainties in seismic input can be overcome by linking 
slope stability approaches to seismic wave modelling, a computationally heavy 
task that has not yet been performed for the Wenchuan earthquake.  
Both in stability and flow calculations, the spatial resolution and accuracy of 
elevation data can be crucial. A 25 meter contour line elevation products was 
interpolated to 10 meter for the first-stage simulations. Although this input 
thus significantly lacks in detail, this most likely improved results for the 
iterative failure method. As discussed, this method assumes terrain slopes to 
be an initial estimate of the potential failure plane used for sub-surface force 
calculations. However, larger failures are typically not defined by terrain details 



148 

at the scale of several meters. Furthermore, as visible in Figure 6-14, the 
spatially variable slopes would hinder the iterative solution employed in this 
method. For the second stage, a 10 meter LIDAR product was used. Here, no 
reason was found to conclude modelling errors were caused by the quality of 
this input data. Generally, flow predictions matched well with elevation 
features and errors tended to be caused by first stage of the simulation chain, 
slope failures. 
The final calibrated values of the input parameters were within a reasonable 
range (between 50 and 150 percent ) with respect to the original estimated 
ones. Two parameters stood out significantly in the calibration process. The 
first of these, soil depth is a crucial parameter, as it determines the amount of 
material that is released, which is of direct influence in the runout modelling. 
This can indirectly influence the amount of material available for entrainment 
by flow at a later stage. In an active landscape, soil depth patterns are 
determined by rock weathering rates and mass transport/wasting. Soil depth 
increases until there is sufficient material to induce slope failures or significant 
erosion. As a results, at many locations, combinations of soil depth and slope 
can be near a critical state. The spatial component of soil depth is therefore of 
high importance. Despite its importance, soil depth is very difficult to measure 
over larger areas, and has a high uncertainty in most model applications 
(Kuriakose et al., 2009). Because information on soil depth is difficult to obtain 
through direct observation or remote sensing, it is generally obtained through 
modelling approaches (Kuriakose et al., 2009; Ruette et al., 2013). Another 
reason for the uncertainty in soil depth information is that a soil layer is a 
theoretical concept that does not always translate well into reality, where 
weathering is a more gradual process. A second variable which was difficult to 
estimate is the entrainment constant. Currently, there are several types of 
entrainment equations available in the literature, but most of these lack 
significant guidelines for selecting practical entrainment parameters (Iverson 
and Ouyang, 2015). Besides this coefficient, other parameters used in the 
entrainment equations, such as soil cohesion, internal friction angle and 
moisture content were measured in the laboratory and are common values for 
geotechnical research. However, the number of samples that are tested for 
these geotechnical parameters are always limited, and their spatial variability 
is generally high.  
The four maps in Figure 14 illustrate how the spread in input parameters 
influences the simulated hazard for the four stages of the multi-hazard chain. 
The prediction of co-seismic slope failures shows the highest spread, and 
therefore the highest influence on the total event variability. Since we have 
simulated the multi-stage event as an integrated sequence, the uncertainties 
in one process influence various other processes. Despite the uncertainties, 
there is a substantial certainty that flooding of Yingxiu town will occur, 
independent of the input parameters. For all performed simulations, the 
deposition volume in the Min river is never below approximately a third (2.1 ൈ
10ହ 𝑚ଷ) of the estimated volume (7.11 ൈ 10ହ 𝑚ଷ). For at least 80 percent of the 
simulations, there is at least some flooding experienced with a depth above 50 
centimeters in Yinxiu. In comparison to the results from Mergili et al. (2018b) 
a higher frequency of outputs shows second-stage hazard exposure. Mergili et 
al. (2018b) reported that threshold behavior and non-linear effects dominated 
the alterations in model behavior with changing parameters. In this current 
study, threshold effects most likely exist related to the landslide dam behavior 
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in both the Hongchun watershed and the Min river. If alternate input 
parameters lead to lower water flow heights, reduced entrainment or reduced 
debris flow height, the blockages in the catchment might not have been 
entrained. Such effects are typically highly non-linear and can act as a 
“threshold effect”. A similar case is true for the depositions blocking the Min 
river. Thus, threshold like effect most likely exist within the simulation. 
However, we do not encounter scenarios that fall below the threshold of 
breaching in our ensemble.  
There are several factors that drive the high likelihood of flooding in Yinxiu 
town. The event is initiated by several triggering conditions, or forcings, such 
as the seismic acceleration and rainfall, which occur in a very steep watershed, 
which determine the behavior of the hazardous processes. Seismic 
accelerations during the 2008 earthquake reached the 10th and highest USGS 
category for seismic acceleration (>139% g). Similarly, the 2010 rainfall event 
resulted in 220 mm of accumulated rainfall within 48 hours, with significant 
rainfall in the weeks before. The prediction of hazardous processes caused by 
less extreme triggering events, for example the occurrence of landslides 
induced by long duration and low intensity rainfall, is a much larger challenge 
for physically-based modelling (van Beek, 2002). In our case, material 
strength parameters must deviate significantly from their measured and 
estimated values in order not to result in slope failure under such extreme 
seismic acceleration. Thus, the severity of the triggering events causes the 
simulations to predominantly show major slope failures, debris flows, 
deposition in the Min river and finally flooding of Yinxiu town.  

6.7 Conclusions 
Simulating multi-hazard process chains involves the development of multi-
process models that incorporate process interactions in an integrated manner. 
The events between 2008 and 2010 in Hongchun watershed form such a 
complex process chain that involves co-seismic landslide, landslide deposition 
forming flow barriers, runoff initiated debris flows and breaching in multiple 
stages. The modelling setup is able to simulate the behavior and impact of 
multi-stage and multi-hazard events. The developed model code is available 
as part of the on-going development of the open-source OpenLISEM Hazard 
model (https://sourceforge.net/projects/lisem/).  
Simulation of multi-hazard process chains comes with specific issues that can 
challenge the usability of such tools. The first key issue in the particular 
application of the developed model to the Hongchun process chain were the 
preparation of input data. In particular simulation of co-seismic landslides is 
challenged by usage of low-resolution empirical shake maps. Here, high-detail 
seismic wave modelling could, although at great computational cost, provide 
significant improvement.  
A second major issue comes from the assumptions made by a variety of 
processes within the presented modelling methods. Co-seismic landslide 
initiation combined with real-time hydrological simulations is a challenge for 
current methods. Random sampling methods provide accuracy, but are 
uncapable to handle smaller failures and do not yet practically work together 
with catchment-scale hydrology. The used alternative, the iterative failure 
method, is numerically efficient but uses assumptions designed for shallow 
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failures. Finally, the methods presented in this work take into account only 
highly simplified long-term hydrology but ignore many of the processes that 
have taken place in Hongchun watershed between the first and second stage 
of the event. These processes include erosion, ground water fluctuations, grain 
coarsening (Dominic et al., 2019) and others. 
The third major issue is consideration of input uncertainties. In linking model 
stages and connecting the output and input of various processes, uncertainties 
propagate through the model in complex manners. This can invalidate model 
outcomes, in particular for uncalibrated predictions. To counteract this, 
calibration, uncertainty analysis and ensemble simulations can be used to 
obtain useful information from the complex setup. In the presented study case, 
ensemble simulations highlighted that, despite significant spread and 
uncertainty of hazard exposure with varying input parameters, several key 
behaviors of the model were highly frequent in the ensemble. Thus, despite 
the challenges, the usage of complex modelling setups such as presented here 
can add valuable information beyond traditional geomorphological and 
hydrological analysis. Future studies on multi-site calibration validation and 
complete probabilistic modelling could provide a framework for application of 
novel multi-hazard process chain models in decision making. 
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7 Application of Local Time Stepping to 
Multi-process Catchment Models 

This chapter is reproduced as published in Bout & Jetten (2020) with minor 
modifications. 

7.1 Introduction 
Numerical modelling has become the primary tool for understanding and 
predicting the behavior of water and sediment related land surface processes. 
Scientific investigations into these processes similarly use these models to 
investigate the physical principles that drive their behavior (Navok et al., 
2010). Furthermore, models for hazardous land surface processes have been 
extensively applied in risk assessment, leading to usage by disaster risk 
reduction experts, policy makers and urban planners (Feng & Lu, 2010; 
Brunner, 2010; Chen & Zhang, 2015). It is thus crucial that numerical models 
are numerically efficient, decreasing delays between simulations and decision 
making. 
The complexity of models influences their computational speed, which is one 
of the key factors that determine usage, application and thus impact of the 
underlying theories (Navok et al., 2010). The dynamics of hydrological or 
sediment related processes generally involve complex second-order differential 
equations. The progression of time requires integration of these equations. In 
the past decades, large amounts of research have been focused on high-
resolution numerical schemes for hyperbolic conservation laws (Harten, 1983; 
Toro, 1999; Leveque, 2002; Sohn, 2005). Within numerical integration 
schemes, the discretization of time primarily determines the magnitude of 
approximation errors. This discretization must allow for accurate integration of 
the differential equations, in order to maintain accurate and stable behavior. 
While timesteps should therefore be kept low, a decrease in timestep increases 
computation time, since the total number of integration steps, and therefore 
calculations, is directly determined by this. A reduction in computational speed 
then decreases usage and application of model. 
A variety of computational schemes have been developed and used in the 
simulation of land surface processes. General integrations schemes such as the 
Euler, Heuns or Runga-Kutta schemes provide different orders of accuracy in 
time. Other methods, such as the Monotonic Upstream-centred Scheme for 
Conservations Laws (MUSCL) have been developed for the purpose of 
improving the second order conserving differential equations. The MUSCL 
scheme, which is Total Variation Diminishing (TVD) has successfully been 
applied for the saint-Venant equations for shallow water flow, and are now 
available open-source in the FullSWOF library (Delestre et al., 2014). The most 
frequently used method of decreasing numerical computations is the dynamic 
selection of a timestep. When the timestep is not fixed, but rather dependent 
on the current state of the simulation, calculations are automatically reduced 
when possible. A further extension of this method, varies the timestep both 
temporarily and spatially. 
Local Time Stepping (LTS), a method where the timestep is varied both through 
time and space, has in the past been applied to a relatively small selection of 
models when compared to other numerical methods. Finite difference seismic 
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models have utilized the method to successfully improve calculation time 
(Peter et al., 2017; Madec et al., 2018). In models for unsteady internal flows, 
Sedaghat, Ackroyd and Wood (1999) and Yee and Harten (1987) have applied 
LTS with a timestep condition based on finite grid-cell volume. They concluded 
that the method was useful in improving calculation time, depending on the 
used scenario. In later works, the applicability of a local time stepping scheme 
to water flow has been investigated, showing significant increases in 
computational efficieny can be reached. Recently, local time-stepping was 
applied in a flood model with wetting and drying (Sanders, 2008). Finally, Dazzi 
et al., (2018) implemented LTS in 2d shallow water flow using GPU-integrated 
methods. 
Besides the aforementioned implementations of local time stepping, their 
application is still limited. Both commercially available software (Flo-2D, 
Delft3D etc.) and open-source alternatives do not implement such a scheme. 
Furthermore, the link between this method and broader environmental 
modelling is limited. In modelling of catchment-scale hydrology, ground water 
flow, surface flow and related processes, the method that could potentially 
provide drastic improvement to computation time has not yet been 
investigated.  
Within this paper, we propose a flexible implementation of local time stepping 
method for solving mass-conserving differential equations for land surface 
processes. The scheme that is developed combines spatially and temporally 
dynamic time-steps with a MUSCL numerical schemes for simulation of land 
surface processes. This is furthermore combined with existing numerical 
methods such as a Heun’s predictor-corrector and a semi-explicit 
implementation of Darcy-Weisbach-friction (Chow, 1959). Within this paper, 
the numerical method will be applied to a hydrological catchment model which 
uses the depth averaged saint Venant equations for shallow flow. Furthermore, 
we simulate a multi-hazard event using two-phase mixture flow equations. In 
order to investigate the influence of the numerical method on model behavior, 
the final model was tested on catchments on the Fella river basin and the 
Caribbean islands of St. Lucia and Dominca. 

7.2 Methods 
In order to apply and test sophisticated environmental modelling in a numerical 
solution that uses local time stepping, we use and extend the existing Open-
Source multi-hazard model OpenLISEM. 
The OpenLISEM model implements multiple types of infiltration models such 
as Smith & Parlange (Smith & Parlange, 1978) and a full vertical soil water 
balance model named SWATRE (Bastiaanssen et al., 1996). The simulations in 
this paper use the Green & Ampt infiltration model which assumes a wetting 
front moving down into the soil due to infiltrating rainfall (Green & Ampt, 
1911). The resulting potential infiltration is subtracted from the available 
surface water (Equation 7.1). 

7. 1 f୮୭୲ ൌ  െKୱ ൬ψ 
θୱ െ θ୧

F
 1൰  

With 

𝑓𝑝𝑜𝑡  the  potential  infiltration  rate  (𝑚 𝑠ିଵ), 𝐹  the  cumulative  infiltrated  water  (𝑚), 𝜃𝑠  the 
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porosity (𝑚ଷ 𝑚ିଷ),𝜃𝑖 the initial soil moisture content (𝑚ଷ 𝑚ିଷ), 𝜓 the matric pressure at the 

wetting front (ℎ ൌ 𝜓  𝑍) (𝑚) and 𝐾𝑠 the saturated conductivity (𝑚 𝑠ିଵ).  
 
Input data consists of soil, land surface and terrain properties, and can be 
defined on a sub-cell basis (Figure 1). The hydrological processes that are 
simulated within OpenLisem are extensive and include interception by 
vegetation, surface micro-ponding and dynamic flow. Further details on the 
underlying physical principles of OpenLISEM can be found in Baartman et al. 
(2012) and Jetten and De Roo (2001).  

7.2.1 Equations for Flow Dynamics 

The created numerical method is designed for use with hyperbolic conserving 
second order partial differential equations. In our case, mass conservation 
(Equation 7.2) and a momentum advection scheme with source terms for water 
flow form the basis of the model (Equation 7.3 and 7.4). 
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With ℎ the flow height (𝑚) 𝑢 and 𝑣 the flow velocity in the x and y direction, g 
the gravitational acceleration and 𝑆௫ and 𝑆௬ the friction slope terms in the x 
and y direction (𝑚 𝑚ିଵ). 
 
The friction slope terms include gravitational forces and a basal frictional force 
for shallow depth averaged water flow (Equation 7.5 and 7.6). 
7. 5  S୶ ൌ െS୶  S୶  
7. 6  S୷ ൌ െS୷  S୷  
Where S is the bed slope (-).  
As a friction force, the Darcy-Weisbach type friction law will be used (Equation 
6), based on the value of Mannings roughness coefficient (Chow, 1959).  
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With  
𝑆 the friction force per unit mass (𝑚ଶ𝑠ିଵ ), 𝑢ሬ⃗  a velocity (𝑚ଵ𝑠ିଵ) and n the 
mannings roughness coefficient (-). 
 
Hydrology and slope failure are based taken from the OpenLISEM model and 
the iterative failure model (Bout et al., 2018). In case of multi-phase flow, 
initiated by slope failure, we implement the Pudasaini (2012) generalized 
debris flow equations.  
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With 𝛼௦ and 𝛼 the volume fraction for solid and fluid phases (-), 𝑃 the pressure 
at the base surface (𝐾𝑔 𝑚ିଵ𝑠ିଶ),𝑏 the basal surface of the flow (𝑚), 𝑁ோ the 
Reynolds number (-), 𝑁ோಲ

 the quasi-Reynolds number (-), 𝐶ீ the drag 
coefficient (-), 𝜌 is the density of the fluid (𝑘𝑔 𝑚ିଷ), 𝜌௦ is the density of the 
solids (𝑘𝑔 𝑚ିଷ), 𝛾 the density ratio between the fluid and solid phase(-), 𝜒 the 
vertical shearing of fluid velocity (𝑚 𝑠ିଵ), 𝜀 the aspect ratio of the model (-), 𝜉 
the vertical distribution of 𝛼௦ (𝑚ିଵ). 

7.2.2 Timesteps 

Current models generally use a Courant-Fredrich-Levy condition to determine 
the maximum timestep that can be taken while maintaining numerical stability. 
This conditions is provided by the requirement that the velocity of a water 
column must not exceed the cell length during one step of numerical 
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integration, since otherwise cells are skipped and negative flow heights can 
result (Equation 8). 

7. 12
v dt
dx

൏ c  
With 𝑣 the velocity (𝑚 𝑠ିଵ), 𝑑𝑥 the grid cell size (𝑚),𝑑𝑡 the timestep (𝑚) and 𝑐 
the courant factor, generally between 0.1 and 0.4 (-). 
Typically, in order to reduce numerical integration errors, the timestep is 
reduced much more that the strict limit of positive mass conservation by 
reducing the Courant factor. Extensions of this conditions have been developed 
based on empirical flow velocity (Hunter et al., 2005, Delestre et al., 2014). 
Within this research, a similar adaptation of the Courant-Fredrich-Levy 
condition will be used. We include the acceleration and manning’s velocity in 
the condition in order to automatically adapt the timestep to high accelerations 
(Equation 7.13). 

7. 13
maxሺv, v  aሻ  dt

dx
൏ c  

With 𝑎 the acceleration (𝑚 𝑠ିଶ), and 
From the resulting condition, timestep requirements are separately calculated 
for every grid cell. Once every timestep is known, a global minimum timestep 
is determined. Then, for every grid cell, the timestep must equal a multiple of 
the global minimum timestep (Equation 7.14).  
7. 14 dt୰,ୡ ൌ mi nሺdt୫ୟ୶, dt୫୧୬ nሻ     n ∈  ℕ  
With 𝑑𝑡, the timestep for a specific cell (r = row, c = column) (𝑠), 𝑑𝑡௫ the 
global common timestep (𝑠) and 𝑑𝑡 the global minimum timestep (𝑠) 
The global common timestep ensures that at specific moments, all grid cells 
are at the same moment in time (Figure 7-1). Specifically, at every multiple 
of 𝑑𝑡௫, every grid cell will have its state at that same temporal position. On 
these moments, the overarching model is called to solve processes that do not 
substantially depend on the timestep for accuracy, such as interception, sub-
surface processes and empirical splash erosion. 
 

 
Figure 7-1 Spatially varying timestep values for numerical integration of flow equations. 

7.2.3 Influence on Numerical Stability 

Most widely-used numerical schemes for solving hyperbolic sets of partial 
differential equations are well-balanced, indicating that they at least maintain 
a steady state at rest. In the case of flow equations, this property is particularly 
important, as the still water level of lakes (a steady state at rest) should be 
maintained for an accurate and stable simulation. To work out the influence of 
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a local time stepping on the stability of a numerical scheme, we will now look 
at the example of a hydrostatic reconstructing using cell boundary fluxes and 
a MUSCL-approximation for the cell boundary fluxes. This widely used 
numerical scheme, as adopted in FullSwof (Delestre et al., 2014), is based on 
the following principles; Cell boundary fluxes are estimated using step-wise 
linear approximations (Figure 7-2). 

 
Figure 7-2 The definition of cells, boundaries, and cell boundary fluxes. 
 
Water heights for each cell are reconstructed based in total incoming and 
outgoing flux (Equation 7.15) 
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Where h୧,୨
୬  is the water height at location i,j at time n (m), DT the time step (s), 

DX is the cell size (m) and 𝐹 is the approximated flux through a cell boundary 
in either x or y direction (𝑚ଶ𝑠ିଵ). 
Fluxes are determined based on the linear reconstructions of water heights, 
velocities, and bed elevations from the cells that touch the cell boundary 
(equation 7.16). 
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Numerical schemes such as these, when combined with appropriate flux 
limiters, such as minmod, are proven to maintain a steady state at rest and 
furthermore diminish total variations in the solution. For every initial condition, 
the total variation in the state of the simulation must, without external 
influences, either remain equal or decrease. The usage of LTS can be done 
while maintaining the useful properties of such numerical schemes.  
In particular, take a numerical scheme to the advection equation used with 
hyperbolic conserving laws (Equation 7.17). 
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Where the local change in variable 𝑢 is described by equation 7.18. 
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The total variation in the state of the variable u is given by equation 7.19. 
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The condition for a total variation diminishing solution is then given by equation 
7.20 - 7.22. 
7. 20 C
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 1  
The proof of this is provided by Harten (1983). First, he notes the local variation 
in 𝑢௧ାଵ (Equation 7.23). 
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Then, based on the conditions for the parameters, equation 7.24 results. 
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Then, by altering the summation index, the total variation at time t is acquired 
(Equation 7.25). 
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Thus, finally, based on the conditions in equation 7.26, the total variation must 
remain either equal or diminish. 
7. 26 TVሺt  1ሻ  TVሺtሻ  
In our implementation, fluxes through a cell interface are immediately taken 
from one cell to another, and the simulation can be seen as a sequence of cell 
interactions through cell boundary interfaces. For each activated cell, fluxes for 
four cell boundaries are calculated, leading to indirect activation of five cells. 
As stated earlier, fluxes are halved, to compensate for every cell being 
activated twice. However, within this subset of calculations, the timestep of all 
activated cells is taken to be the same. These small subset of calculations, on 
five specific cells could, either through an open or closed boundary condition, 
be imagined to be an independent simulation. For this tiny, but independent 
simulation, the properties of the numerical scheme remain valid, since only the 
flux is multiplied by a factor of a half and the timesteps taken for every cell are 
identical. Now, when applying this logic to a larger sequence of cell-
interactions, and identifying a full simulation as a collection of flux interactions 
between five cells, the properties of the numerical scheme must remain valid 
for the entire simulation. Thus, the properties that make a numerical scheme 
both well-balanced or total variation diminishing, are still valid when used with 
LTS, when the conditions on the coefficients in equation 16 are still met. 
A possible case where not all conditions for a stable and TVD scheme are met 
could be a large amount of sudden inflow and increase of velocity. Figure 7-3 
visualizes this process, where the cell on the right experiences incoming flow, 
leading to a sudden decrease in local timestep.  
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Figure 7-3 The underestimation of the required timestep due to incoming flow and 
momentum. Left: timestep in right cell is large due to small fluxes. Right: timestep has 
decreased due to incoming flow. The time since the last timestep is larger than required 
for stability. 
 
Due to the decrease in local timestep, the actual time since its last timestep is 
much larger than the required timestep for a stable simulation. Two additional 
aspects must be implemented in the numerical scheme to prevent these 
instable large timesteps. 

7.2.4 Safety Region 

When using local time stepping, unnatural behavior might arise when there is 
a substantial difference in timestep between neighboring cells due to a 
difference in velocity. Since the MUSCL scheme uses velocities of both cells to 
calculate the cell boundary flux, this might lead to an overestimation of outflow 
for the low-velocity cell. This cell will drain, leading to a border of 
underestimations around areas of high velocity. To prevent this, each timestep 
is, for one iteration, compared with the neighboring values, and set to the 
lowest value (Equation 7.27).  
7. 27 dt୰,ୡ ൌ min൫dt୰,ୡ , dt୰,ୡାଵ, dt୰,ୡିଵ, dt୰ାଵ,ୡ, dt୰ିଵ,ୡ൯  
This equation creates a region around cells with a small timestep, were a 
similarly small timestep is used. Thus, before incoming water flow increases 
velocity and decreases local timestep, the timestep is already decreased due 
to the safety region. This safety region thus prevents unnatural patterns from 
forming in the numerical solution. This equation can be used for any 
combination of surrounding cells, and weights can be dependent on the 
distance. 

7.2.5 Calculation Order 

When using LTS, the activation of cell processes can be done either at the start 
of its local timestep, or at the end. In both cases, the timesteps fill the global 
common timestep. However, if cells are activated at the start, inaccurate 
behavior can arise. When water flows into the cell, decreasing the required 
timestep, the local time of that cell is already ahead, due to the earlier larger 
timestep. Thus, for the front of a moving wave, the timestep is only adapted 
after a global common timestep. For this reason, we choose to activate 
processes at the end of a timestep. This ensures that the timestep of other 
cells can be adapted due to inflow of water. 
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The movement of interface fluxes is implemented in a strictly mass-conserving 
manner. When a cell boundary interface is used for a specific cell, water is 
immediately added or subtracted from the relevant neighbor. Effectively, this 
causes the method to move water fluxes twice, since cells are activated by 
neighbors, and by itself. To compensate for this, we move half of the flux 
during the activation of the cell, and half during the activation by a neighbor 
cell. 

7.2.6 Implementation of Friction 

In the majority of flow types, the gravitational and frictional force 
predominantly determine the flow velocity. Due to the non-linearity of the 
friction law, solving the balance between these forces requires a small high 
temporal precision. Because of this, the stability of the interaction between 
these two forces can be increased by using a non-explicit solution (Fiedler & 
Ramirez, 2000; risteau & Coussin, 2001). A semi-implicit solution that provides 
a well-balanced and stable estimation of the frictional force was derived by 
Bristeau and Coussin (2001). This semi-implicit solution estimates friction 
based on all other acceleration terms (Equation 7.28 & 7.29). 
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While the accuracy of this method is still dependent on the timestep, the 
possible timestep while maintaining accuracy is substantially larger.  
A disadvantage of this method is however, that when timesteps increase above 
a stable level, there is increasing oscillation around the analytical solution 
(Figure 4a). These oscillations are especially significant in the case of shallow 
flow. In such conditions, the relative size of the frictional force increases, while 
the gravitational acceleration remains identical. Thus, the final stable velocity 
decreases (Figure 4b). This leads to a small required timestep, since over-
estimations of the velocity are otherwise present (Figure 4c). In the case of 
catchment-scale hydrological modelling, flow is frequently extremely shallow, 
leading to long computation times. 
When flow height is low, inertial acceleration terms are many orders of 
magnitude smaller compared to other acceleration terms. Therefore, velocity 
would in reality be determined almost immediately by the balance of the 
friction and gravitational forces. Because of this, we counteract these velocity-
oscillations by limiting the oscillations of the friction solution at the stable 
velocity. A.e: In the case of Figure 7-4a, the decrease in velocity would not 
cause it to go below 1

ଷ

ସ
 𝑚 𝑠ିଵ. This method thus allows a high increase in 

timestep for areas with low water height, while maintaining accuracy and 
realistic behavior. 
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Figure 7-4 Over- and under-estimations of velocity due to oscillatory behavior 
of semi-explicit friction at larger timesteps 
 
In order to activate the larger timestep for areas with a low water height, we 
further alter the courant condition (Equation 7.30 and 7.31) 

7. 30
maxሺv, v  kaሻ  dt

dx
൏ c  

With  

7. 31 k ൌ 1 െ min ൬1.0, max ൬0.0,
1
c୩

ሺc୩ െ hሻ ൰ ൰  

With 𝑘 the kinematic factor (-) and 𝑐 the kinematic depth (m) 
Thus, below water depth 𝑐, the influence of acceleration on the required 
timestep decreases linearly to zero. The value for this depth must be chosen 
so that below this water depth, the velocities are well approximated by a 
kinematic flow. Therefore, we choose a value of 0.25 in later simulations. 
Finally, shallow overland is thus calculated using large timesteps, and velocity 
is immediately determined by the balance of gravity and friction, effectively 
mixing a full shallow water equation for the deeper water, and a kinematic flow 
for the shallow runoff. 

7.3 Numerical Tests 

7.3.1 Dam-break Test 

The first scenarios tested with the LTS setup are 1D dam-break simulations. 
First, a numerical simulation is compared with an analytical solution of Ritter 
(1893). Here, a homogeneous water level is located in one-half of the 
simulation, with the other half dry. This initial water volume is released without 
obstacles, ignoring any frictional forces. In this type of simulation, sudden and 
large changes in local timestep are present, and thus forms a good test for the 
accuracy and possible influences of LTS. In a second comparison, the height of 
a point water release is compared to an analytical solution which is based on 
the dam-break solution by Ancey et al. (2007). For a frictionless water body 
on a sloped surface, they derived an analytical expression for water height 
after the release of the water body. Their analytical solution will be compared 
to a numerical solution with and without LTS. Friction forces will be similarly 
neglected in this simulation. 
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7.3.2 Catchment Simulations 

The created numerical method has undergone testing on catchment models for 
two study sites. The first catchment is a 1020 ha urban area from the St. Lucia 
Island (Figure 7-6). This catchment has a medium topography, generally with 
medium slopes (5° ~ 10°), and altitudes between 0 and 400 meters above sea 
level. While the main land uses are tropical forest and agroforestry, many 
buildings and roads are present. These are included in the simulations 
automatically trough interception, infiltration and runoff. The hydrological 
connection to the sea is provided by a small (~5m) channel in the central 
region of the catchment. The climatic conditions of this area are tropical and 
the majority of the rainfall occurs during the strong monsoon season. Beyond 
the regular extreme rainfall events, the island of St. Lucia is recurrently hit by 
tropical hurricanes. These provide rainfall intensities beyond the normal 
distribution. For this catchment a spatially homogeneous 1 in 5 years design 
storm will be used, according to the frequency distribution of hurricane events. 
The dataset or this catchment is available in a resolution of 10 meters and was 
developed as part of the CHARIM project (Carribean Handbook on Risk 
Information Management) and is openly available on their website. 
The second catchment is a 2000 ha region along the northern Italian Alps that 
has been investigated by Borga et al (2007) (Figure 7-5). The area has a 
medium topography, generally with medium slopes (5° ~ 10°), and altitudes 
between 540 and 2240 meters above sea level. Land use in the region consists 
mainly of multiple types of forest and heathland in the upslope areas, and small 
build-up regions in the lower. Annual rainfall varies between 1600 and 1800 
mm per year. Rainfall data is available for an extreme event on the 29th of 
august 2003. During this event, multiple upslope branches of tributaries of the 
Fella River experienced flash flooding. Continuous discharge data for this event 
has been provided. The dataset for this catchment has a resolution of 20 
meters. The dataset for this catchment was made as part of the IncREO project 
(Increasing Resilience through Earth Observation-IncREO). 
For both simulations, we set the courant factor at 0.25 since this has provided 
accurate results in previous calibrations where no dynamic time step was used 
(Bout & Jetten, 2018). The global common timestep is set at 20 seconds for 
the St. Lucia catchment and 60 seconds at the Fella river catchment. These 
values are estimated to provide accurate behavior for the catchment slopes 
and grid cell sizes. 
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Figure 7-5 Catchment overview for the Fella Basin, Northern Italy. The elevation model, 
land use type and soil textures are shown. 
 

 
Figure 7-6 An overview of the St. Lucia catchment. Hill shaded elevation, land use and 
soil texture are shown. 
 
For the St. Lucia scenario, both spatial patterns of flow and outlet discharge 
are compared. The results from the simulations without SDT are used as a 
reference.  
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7.4 Results & Discussion 

7.4.1 Comparison with Analytical Solutions 

For several moments during the simulation, the flow height and flow velocities 
are displayed for comparison in Figure 7-7 and Figure 7-8. with the frictionless 
analytical dam-break solution from Ritter (1892). 
 

 
Figure 7-7 Numerical simulation of friction-less dam break using traditional and SDT 
scheme, compared with analytical solution by Ritter (1892). Cell size for simulation: 0.5 
meters 
 

 
Figure 7-8 Numerical simulation of friction-less dam break using traditional and SDT 
scheme, compared with analytical solution by Ritter (1892). Cell size for simulation: 0.5 
meters 
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A comparison of the analytical and numerical solution of a water release, as 
described by Ancey et al. (2008) is shown in Figure 7-9. The peak water height 
at every second is provided for the analytical solution, and the numerical 
solutions with and without LTS. 
 

 
Figure 7-9 Comparison of a numerical and analytical solution of water height after a dam 
break on a sloped surface. Analyitcal solution by Ancey et al. (2008). 
 
Based on the comparison, performance of the method numerical methods is 
similar to other numerical methods. The accuracy of these numerical schemes 
have furthermore been proven during their development [cite other 
publications about this]. The differences between the numerical solution with 
and without LTS are minor. Flow height is altered slightly with values below 
percent. This difference originates from a change in velocities, since these 
determine inter-cell fluxes. Velocities in the case of the normal simulation are 
slightly higher, leading to a slight advance in water flow. Reason for this 
changes in velocities is found in the approximations made in the numerical 
scheme. With altering timestep, the accuracy of the scheme changes slightly. 
In general, the normal simulation enforces the lowest found timestep on each 
cell, therefore increasing the accuracy. Typically, the normal simulation should 
be at least as accurate in its solution as the SDT simulation. However, where 
small accuracy errors are accepted for practical reasons in any numerical 
model, the same holds true for the LTS. The average timesteps during the 
numerical simulations are 0.079 and 0.032 seconds respectively for the normal 
and SDT simulation. Without significant differences in simulation results, the 
effective timestep and thus numerical efficiency has increased substantially. 
Finally, note that the inflow of water is sudden, which requires a quick change 
in local timestep. Here the cell calculation order becomes significant. When 
larger timesteps are calculated first, inflow from faster moving water is ignored 
until the cell is activated again, leading to unnatural flow boundaries. However, 
when small timesteps are executed first, cells with incoming flow automatically 
adapt and are activated when required. 
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7.5 Numerical Tests 

7.5.1 Results Local Time Stepping 

In Figure 7-10, spatial patterns of maximum flow depth for the St. Lucia 
scenario, simulated without LTS, are shown. Figure 7-11shows these same 
patterns for the Fella Basin flood scenario. Figure 7-12 shows the output 
hydrograph for the St. Lucia catchment, and the relative difference between a 
normal and SDT scheme. The absolute difference between the resulting 
maximum flood depth with and without LTS is furthermore provided. 
The usage of LTS causes minor changes in simulated maximum flood depth. 
On average, a deviation of 4.3 e-4 percent was found in the St. Lucia scenario. 
These differences are similar to the results of the sensitivity analysis of other 
numerical methods (Delestre et al., 2013; Haile & Rientjes, 2005; Alcrudo & 
Garcia-Navarro, 1993; Sanders et al., 2010). Differences in maximum flood 
depth are higher near higher water depths, but show separate patterns based 
on topography. On average, the SDT simulation shows higher flood depths, 
due to slightly smaller fluxes. The output hydrographs of the St. Lucia 
catchment similarly show minor differences. The relative difference is highest 
at the start of the event. Here, a sudden increase in discharge takes place 
when the flood event arrives at the outlet. When this occurs in one simulation 
and not the other, large relative differences occur for a small amount of time. 
Thus, a slight change in timing of the arrival of the flood event can lead to a 
larger difference at the start of the hydrographs. 

 
Figure 7-10 Maximum flood depth for the ST. Lucia simulation, and the difference 
between simulations with a traditional and SDT scheme. 
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Figure 7-11 Maximum flood depth for the Fella Basin simulation, and the difference 
between simulations with a traditional and SDT scheme. 
 

 
Figure 7-12 The St. Lucia hydrographs using traditional and SDT scheme simulations, 
and the relative difference. 

7.5.2 Computation Time 

For the St. Lucia catchment, the comparison between effective timestep 
throughout the simulation is shown in Figure 7-14. A map showing the spatial 
flow depths and timesteps at a fifth of the event are shown in Figure 7-13. 
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Figure 7-13 Flow heights and local time step at a fifth of the simulated event. 
 

 
Figure 7-14 Graph of the effective timestep in the St. Lucia simulation. 
 
A table of simulation times and the information of the used hardware is given 
in Table 7-1. 
 
Table 7-1 Simulation times using traditional and SDT schemes. 

 
For both simulations, there was a decrease of more than 50 percent in 
computation time. The gradual increase and decrease in average timestep in 
Figure 7-14 is caused by the gradual increase and decrease of flood area during 
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the simulation. The decrease in computation time is not directly proportional 
to the decrease in average timestep. This is caused by several aspects of the 
model. Firstly, processes besides flow are computed during the global common 
timestep. Here processes such as interception, rainfall, infiltration and other 
slower processes take up computational time. Secondly, the usage of LTS 
requires the model to keep track of cell-specific time states and timestep 
values. This creates a certain amount of overhead that would not be present 
in a normal adaptive timestep approach. Especially the comparison with the 
timestep of neighboring cells provides substantial overhead computation. 

7.6 Application to Multi-Hazard Modelling 
In order to further test the developed implementation of LTS, we perform a 
multi-hazard simulation using the full two-phase generalized debris flow 
equations from Pudasaini (2012). We apply the model on a Catchment in 
Dominica, which was hit by hurricane Maria in 2017. An overview of the 
catchment, the land use and soil types found in the area are shown in Figure 
7-15. 

 
Figure 7-15 An overview of the terrain, land cover and soil texture for a southern 
catchment on Dominica. 
 
The area is mostly covered by dense tropical forests and features very steep 
slopes prone to slope failure. The active landscape of the volcanic island 
consists of clay-rich weathering products of volcanic rock and pyroclastic flow 
deposits. Internal friction angles have been taken from literature to be 26 
degrees. Soil parameters are used from pedotransfer functions by saxton et al. 
(2006). The rainfall input is a measurement of the Hurricane Maria event, with 
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a total of 540 mm during a period of 24 hours, and peak intensities of over 130 
mm/h. During the simulation, a large number of slope failures are initiated due 
to increased pore water pressure and weight of the soil columns on slopes. We 
simulate runout based on the slope failures. 

7.6.1 Results 

The results from the simulation of Hurricane Maria on the southern part of 
Dominica is shown in Figure 7-16, Figure 7-17 and Figure 7-18. The differences 
between simulations with and without LTS is highlighted.  
 

 
Figure 7-16 Predicted flash flooding on Dominica for the Hurricane Maria event. 
Differences with LTS are shown. 
 

 
Figure 7-17 Predicted slope failure on Dominica for the Hurricane Maria event. 
Differences with LTS are shown. 
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Figure 7-18 Predicted debris flows on Dominica for the Hurricane Maria event. Differences 
with LTS are shown. 
 
Similar as was the case for the earlier simulations of catchment-integrated 
flash flood behavior using LTS, the model shows minimal differences between 
simulation results with or without LTS. The primary difference in the 
simulations treatment of differences induced by LTS, is the cascading nature 
of the processes. Due to the interactions, and threshold-like behaviors in the 
equations used to estimate slope failure, runout, and two-phase flow behavior, 
a more chaotic system with a higher number of degrees of freedom is 
simulated. Therefore, small changes in the simulation could later cascade into 
major differences in output. Here, the changes induced by LTS are relatively 
small so that even later differences in output remain insubstantial. 
Computation time for the multi-hazard simulation reduced from 1124 minutes 
to 673 minutes, with the average timestep increased from 2.8 to 10.3 seconds. 
Similar to the flood scenarios, the applicability of such methods increases with 
the efficiency of the model, opening the way for ensemble simulations, or real 
time application. 

7.7 Conclusion 
We have compared the performance of an adapted friction force 
implementation for the Saint-Venant equations, combined with LTS. The 
altered implementation of the friction force showed an increase in stability and 
accuracy, when timesteps are forced to be larger then allowed by the Courant 
condition. With increasing timesteps, it took longer before results deviated 
from a reference simulation. The kinematic timestep constant was furthermore 
varied. Results from these simulations indicated that the assumptions about 
shallow (<0.1 m) runoff did not significantly alter simulation results. 
A comparison with an analytical solution for an ideal dam-break showed 
insubstantial differences between the numerical solutions with and without 
LTS. Numerical simulations in the study catchment of St. Lucia, Dominica and 
the Fella basin provided identical results, showing that in both small and large-
scale simulations, the usage of SDT can allow for a larger timestep while 
maintaining accuracy and stability. Based on the performed test, several 
varieties of LTS have shown more accurate results. Especially the calculation 
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order substantially influenced the deviation from the regular numerical 
solution. The usage of a variety of neighborhoods to decrease timestep around 
unstable areas has a minor effect on the simulation results, but is in theory 
required for a TVD simulation.  
While the usage of LTS maintains accuracy, it provides a substantial increase 
in computational efficiency. Due to the increase in effective timestep, 
computational costs for a stable simulation decreased. For the St. Lucia and 
Fella Basin study catchments, an average increase in computation time of 1.9 
was found. Because of the decrease in computation time, LTS provides a good 
option for catchment-scale assessment of flood dynamics. Furthermore, we 
have shown this increase in efficiency translates to multi-processes land 
surface models for hydrology, flow and multi-hazard events. This indicates the 
wider potential benefit of LTS for a variety of models in environmental studies. 
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8 Physically-based Simulations for 
Hydrometeorological Hazard and Risk 
Assessment 

This chapter has been submitted as B. van den Bout, M. Dibaba, F. Brenner, 
S. Emtehani, V.G. Jetten, C. J. van Westen (under review) Assessment of 
hydro-meteorological multi-hazard and impact using an integrated physically-
based model 
 
On the 19th of September, 2017, The category 5 hurricane Maria made landfall 
in Dominica (GFDRR; 2018; Commonwealth of Dominica, 2018). Extreme wind 
and precipitation triggered a variety of hazardous processes. The precipitation 
of over 500 mm in 24 hours led to flash flooding throughout the island. 
Additionally, numerous slope failures were caused resulting in debris flows and 
landslides impacting the channels and towns. The interactions between flood 
and mass movements hazard resulting in devastating debris floods rushing 
through the river systems. Simultaneously, a significant storm surge flooded 
major parts of the South-Western coastline. Finally, wind damaged the vast 
majority of buildings directly, and indirectly lead to damages through 
windthrow of trees, of which many entered debris flows, blocking culverts. The 
complexity of the processes induced by hurricane Maria, and in particular their 
interactions, raises questions on how we can understand the risk posed by such 
multi-hazard events. 
Multi-hazard and risk assessment is generally used to both understand current 
hazard and risk, and their changes in future scenarios (Gallina et al., 2016). 
Intrinsically, risk is the multiplication of probability, exposure and vulnerability 
(Varnes, 1984). Thus, for each potential event, with a specific probability, 
exposure and vulnerability must be found. Commonly, both exposure and 
vulnerability are expressed in terms of hazard intensity. This generally involves 
a spatial prediction of the intensity of all relevant hazards for a variety of 
probability values, either using physically-based or statistical modelling (van 
Westen et al., 2014). Examples of application of multi-hazard and risk 
assessment can be found in Capra (Cordona et al., 2010), Matrix (Nadim et 
al., 2009; Marzocchi et al., 2012), Cluva (Garcia et al., 2012) or RISK-NAT 
(Douglas, 2007).  
For many existing hazardous processes physically-based numerical modelling 
is an important tool for predicting spatial hazard intensity based on a specific 
triggering event. Examples this included (flash) flood modelling, such as done 
using the models HEC-RAS (Brunner, 2010) or OpenLISEM (De Roo & Jetten, 
1999; Bout et al., 2018), mass movement runout models such as RAMMS 
(Bartelt et al., 2013) and Flo-2D (O’Brien, 2006), landslide initiation models 
such as TRIGRS (Baum et al., 2002) and SIMTOP (Lee & Ho, 2009). Despite 
the wide application of physically-based modelling in hazard and risk 
assessment, application of the methods mentioned above in multi-hazard 
assessment faces a variety of issues. Firstly, since commonly used models 
focus on individual hazard in an isolated manner. Since these do not implement 
the hazard interactions and can thereby introduce substantial errors (Kappes 
et al., 2014; Mergili et al., 2018; Bout et al., 2019;2020).  
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Recent developments in integrated modelling approaches for 
hydrometeorological surface hazard have led to the development of several 
integrated physically-based multi-hazard models. Many of these, such as 
r.avaflow (Mergili et al., 2016) and OpenLISEM hazard (Bout al., 2018) extend 
existing modelling techniques to include the interactions and process chains 
present in complex multi-hazard events. While these models face issues 
related to parameterization and uncertainties (Mergili et al., 2018; Bout et al., 
2020), their additional value in simulating multi-hazard interactions is 
significant (Bout et al., 2018). 
The objective of this research is to investigate the usage of integrated 
physically-based modelling tools for both hazard assessment and scenario 
exploration. In this study we apply the integrated physically-based multi-
hazard model OpenLISEM Hazard (Bout et al., 2018) for analyzing changing 
multi-hazard risk in the Caribbean island of Dominica, affected by tropical 
storms, and analyze both the hazard during Maria, after this event, and in 
future scenarios. 

8.1 Study Area: Dominica 
Dominica is a Small Developing Island State (SIDS), part of the Lesser Antilles. 
It is inhabited by approximately 70,000 people and has a GDP of 9,726 USD 
per capita (IMF, 2017). The island has a surface area of approximately 750 
km2 and is covered mostly by natural tropical forest. The topography is 
characterized by steep slopes, and several central volcanic peaks up to 1400 
meters altitude. Economic production consists mainly of financial services, 
cruise tourism, and agriculture although this sector, particularly banana 
production, suffers from the repeated impact of hurricanes. 
In the past decades, several major tropical storms have hit the island, of which 
Hurricane David (1972), tropical storm Erika (2015), and Hurricane Maria 
(2017) were the most damaging. Tropical storm Erika passed the island on 
August 28, 2015, and the associated extreme rainfall (850 mm) lead to 
numerous landslides in the southern part of the island, and flashfloods taking 
out many bridges and culverts. The southeastern village of Petite Savanne was 
evacuated and the government started to build a relocation settlement near 
Bellevue Chopin. While the country was still in the recovery phase of tropical 
storm Erika, Hurricane Maria latter made landfall on Dominica on September 
19, 2017 as a category 5 hurricane, after it experienced a short explosive 
intensification, unpredicted by local and regional forecasters. The hurricane 
lead to extreme wind speeds, storm surges and cumulative rainfall throughout 
the island. Damages where caused to virtually all buildings, both due to winds 
damaging the roofs or walls, or floods and landslides damaging the buildings. 
Over 70 percent of all buildings where reported to have been significantly 
damaged during the event (Dominican Government, 2018). Hurricane Maria 
lead to a total of 65 fatalities (Dominica News Online, 2018). The total damage 
was assessed to be 930.9 million USD and losses of 380.2 million (GFDRR; 
2018; Commonwealth of Dominica, 2018), which equals 226 percent of 
Dominica’s 2016 gross domestic product (GDP).  
During the event, four of the six permanent rainfall stations remained 
operation. The time series of rainfall intensities for the raingauge at Canefield 
airport is shown in Figure 8-1, and Figure 8-2 shows the rainfall distribution 
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derived from rainfall radar from Guadeloupe. The hurricane hit the island 
centrally, as is reflected in cumulative rainfall of 500 mm in a period of 24 
hours at Canefield Airport. 
 

 
Figure 8-1 Rainfall intensity measured at Canefield Airport for Hurricane Maria. Time 
indicated in local time. 

 
Figure 8-2 Rainfall patterns for Hurricane Maria moving over Dominica on September 19 
(Meteo France). 

8.2 Model Description 
We applied the integrated physically-based multi-hazard model OpenLISEM 
Hazard (Bout et al., 2018). This model implements the generalized two-phase 
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debris flow equations from Pudasaini (2012) with improvements presented in 
Pudasaini and Fischer (2017) and Pudasaini & Mergili (2019). Slope stability is 
based on the iterative failure method (Bout et al., 2018). A schematic overview 
is shown in Figure 8-3. 

 
Figure 8-3 Flowchart of the methodology used for analyzing changing multi-hazards in 
Dominica, using a set of scenarios within the physically-based multi-hazard model 
OpenLISEM.  
 
The current version of the OpenLISEM Hazard model allows to simulate 
interaction of rainfall runoff, soil water fluctuations, slope stability, water and 
sediment flow, entrainment, inundation and sediment deposition. It does not 
include the simultaneous effects of wind (e.g. windfall of trees interaction with 
landslides and flows) and storm surges (interacting with river flow at the outlet 
of the river). The model was also used to analyze how the hazard might change 
over time, in the period of recovery from the impact of hurricane Maria for 
different scenarios. 

8.3 Input Data 
Prior to Hurricane Maria a set of hazard maps was made through the World 
Bank funded CHARIM project (Caribbean Handbook on Risk Information 
Management), and distributed through an open online data repository 
(CHARIM, 2016). The Flash flood analysis was done using OpenLISEM 
simulations of flood behavior for 4 return period design storms with 5, 10, 20 
and 50 years return period (for a description of this version of the model, see 
Bout and Jetten, 2018). The landslide susceptibility was obtained using a 
combination of weights-of-evidence approach and expert opinion (Chen et al., 
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2016). A combination of flash flood and landslide hazard are shown in Figure 
8-4. A comparison between this approach to the multi-hazard on Dominica the 
integrated multi-hazard modelling is provided in the results section. 
 

 
Figure 8-4 (left) A combined landslide/Flash flood hazard classification made as part of 
the CHARIM project. (right) The available LIDAR data for the island of Dominica. 
 
The extreme rainfall during the passing of Hurricane Maria triggered a large 
number of landslides on the island. A complete inventory of shallow landslides, 
debris flows and flash floods was made available by Van Westen and Zhang 
(2018) (see figure 8-7).  
The digital elevation model (DEM) is arguably the most important input for the 
OpenLISEM Hazard model. It influences a variety of pcrocess both directly (in 
particular through slope directions and steepness) and indirectly (such as by 
determining covariate parameters in the soil depth modelling). A gridded LiDAR 
dataset with 2.5 meter resolution was obtained which covered approximately 
73 % of the catchment area (Figure 8-4). The LiDAR survey was carried out 
between February and May 2018, five to eight months after the hurricane. Both 
the Digital Surface Model (DSM) as well as the Digital Elevation Model (DEM) 
were available. The remaining 27% of the area, which includes the highest part 
of the island, could not be surveyed with the LiDAR data due to the persistent 
cloud cover. The remaining gap in the DEM was filled using SRTM 30 meter 
resolution data. Finally, this merged elevation dataset was resampled to 10 
meter resolution for improved balance between computation time and 
accuracy. The watershed of the Geneva and Micham River was selected as 
study area. This area is located in the Grand Bay area in the south, and includes 
the settlements of Pichelin, Lower Pichelin and Berekua, which were heavily 
impacted by hurricane Maria (Figure 8-5) 
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Figure 8-5 The hillshaded elevation model (Government of Dominica) , land cover 
(CHARIM, 2016) and soil texture maps (CHARIM, 2016). 
 
A landcover map for Dominica was generated by Coan et al. (2007) through 
image classification of Landsat and SPOT images. Roads, built-up areas, 
airports, lakes and quarries were added by the CHARIM project, and represent 
the situation in 2015 (CHARIM, 2015). The dataset was updated by a mapping 
effort following hurricane Erika, organized by the Humanitarian 
OpenStreetMaps Team (HOT). The final map contains 18 land cover classes (). 
For each of these classes, physical parameters such vegetation height, and 
canopy cover were measured using the subtraction of the LiDAR DSM and DEM, 
and samples measured in the field. Other parameters such as Manning’s 
surface roughness and surface micro roughness were estimated in the field 
using comparison manuals.  
A geological map of Dominica was generated by Roobol and Smith (2004). The 
Island consists predominantly of volcanic deposits, ranging in age from 
Miocene to recent, with a number of Pelean domes, pyroclastic apron of block 
and ash flow deposits , andesitic lavas and ignimbrites. Some uplifted patches 
of limestone and conglomerate exists at the western coastline. A pedological 
soil map was made by Lang (1967), through geomorphologic interpretation of 
aerial photographs from 1959, field surveys and laboratory testing. Soil 
properties were also obtained from the SoilGRIDS database, which was 
generated using machine learning methods to map the spatial distribution of 
soil properties globally with a spatial resolution of 250 m (Batjes et al., 2019). 
Most soils are weathering products of the volcanic deposits that form the island. 
Clayey soils are predominant, with different ages throughout the island. In 
many areas, there is a substantial layer of volcanic tuff with a smaller layer of 
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more weathered and organic-rich material on top. For this study, the 
pedological soil map was used to obtain soil textures, after which pedotransfer 
functions were used to estimate hydrology and geotechnical parameters for 
the soils (Saxton and Rawls, 2006). Soil depth information for the island was 
not available from any previous study, except from the SoilGRIDS data, but 
that was too general with 250 m grid cells. Therefore, a new spatial soil depth 
prediction was made using a combination of a steady-state soil depth model 
and statistical spatial extrapolation. The steady state model from Ruette et al. 
(2013) was applied, using the depths of 130 landslides scarps as calibration 
and validation dataset. Then, a statistical model such as proposed by Kuriakose 
et al. (2009) was used to create a separate prediction. Similar conclusions were 
found as in the work of Bout et al. (2018) and Bout et al., (2020): while the 
steady-state model shows detailed patterns on steep slopes, it lacks diffusive 
deposition of alluvium in floodplains. Therefore, we combine, linearly 
interpolated based on the gradient of the terrain, the two separate soil depth 
predictions. 
Table 8-1shows an overview of the input parameters, their value if applicable, 
and the methodology used to obtain them. 
 
Table 8-1 Input parameters and their source. 

Input Parameter Method Used/Source 
Elevation LIDAR data (0.5m resolution) for over half of the island 

(missing the central part) filled using SRTM (30m resolution) 
resampled to 10 meters resolution. 

Channel Network Drainage network created from DEM 
Channel Properties Channel width and depth measured in field for 10 streams at 

upstream point and outlet. Linear relationship obtained 
between drainage area and channel dimensions. 

Land Use Land use map from classified SPOT images obtained from.  
Vegetation Density Normalized Differential Vegetation Index from Sentinel-2 

imagery. 
Soil Texture  
Soil Depth Multi-variable linear regression through soil depths measured 

at landslide scarps, combined with steady-state soil depth 
simulations as proposed by Ruette et al. (2013). 

Urban Elements OpenStreetMaps vector data for roads, buildings and bridge 
locations 

Soil Physical 
Parameters (saturated 
conductivity, porosity) 

Texture-based spatial prediction of pedotransfer functions from 
Saxton et al. (2006) 

Initial soil water 
content 

Three-month ground water simulation for Dominica, using 
SRTM hourly rainfall. Initial ground water levels and effective 
moisture content estimated as 50 percent and 80 percent 
respectively after a major event nearly three months before 
arrival of maria. 

Soil Strength 
Parameters 

Soil cohesion measured in field for 23 landslide locations in 
Grande Bay area. Internal friction angle estimated based on 
soil texture, but later calibrated. 

Precipitation Locally-measured rainfall record with 1 minute interval
Inventory High-resolution imagery used to map visible traces of mass 

movements and flash floods. 
Global numerical 
Parameters 

Courant Factor = 0.1, Sub-timestep iterations = 5, Parameters 
in viscosity relationship = {1,10} 
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8.4 Modelling Scenarios 
First we simulated the hazard interactions that occurred within the study area 
during the passing of hurricane Maria. As input for the model we used the soil, 
land cover, terrain, road and bridge properties as they existed before landfall 
on September 18, 2017. In order to study the effect of the changes in the 
landscape that were the results of a previous extreme event, we included the 
effects on the materials and vegetation of Hurricane Erika, which occurred two 
years before Maria. To do this, we reduced the modelled soil depth for the 
landslide scarps that occurred during Erika and reduced the vegetation on all 
areas that were stripped of vegetation during Erika in landslide scarps, 
transport zones and flash flood areas. The removal of and regrowth of 
vegetation was assessed using sentinel-2 imagery dated three months before 
Maria, which resulted in a reduction in leaf area index of 63 percent compared 
to neighboring areas with similar land cover. Root density was measured for 
new beginning vegetation growth on landslides. Root strength was measured 
according to the method outlined by Bout et al. (2020), and for 8 locations an 
average value of 4.6 kPa was found. The post-Maria LIDAR elevation data was 
used. While there is a clear contradiction in using the LIDAR data, that was 
obtained after hurricane Maria, for simulating the impact of hurricane maria 
itself, the usage of other low resolution data sources created unreasonable 
errors in the predictions in slope failure locations. 
After simulating the multi-hazards triggered by hurricane Maria, we introduced 
a number of possible future scenarios, for which we modelled the multi-hazard 
extend and intensity. The first simulated scenario was to analyze the hazards 
in case a similar strong hurricane would hit the island in the coming years, 
before the vegetation would be recovered, or any risk mitigation measure 
would be carried out. For this scenario we reconstructed the state of the 
landscape as it was after hurricane Maria. The soil depth map was reduced for 
the landslide scarps that were triggered by Maria, and enlarged for the 
accumulation areas. The deposits similarly fill channels and reduce discharge 
capacity by reducing effective depth. All vegetation was removed for all areas 
where the vegetation was destroyed during hurricane Maria, which was 
mapped by the multi-process inventory.  
The second scenario relates to the state of the tropical forests on Dominica 
after hurricane Maria. Both in imagery and field visits, it was confirmed that 
large sections of forests within the study site lost their leaves. Hu and Smith 
(2018) observed a rapid decrease in NDVI after Maria, but a steady return to 
normal values within several months. However, the portion of this return is 
caused by fast-growing creepers and vines as indicated by field visits and the 
local forestry department (see Figure 8-6). This scenario assumes that a large 
part of the forest vegetation that was stripped of leaves and branches during 
the extreme wind accompanying hurricane Maria, would not recover 
completely in the coming years. After Maria most of the tropical forest in the 
area was in a critical condition. Without proper management, the possibility 
exists of significant portions of the forest dying off, and its root systems 
decaying in the coming years. To obtain a spatial estimate of forest cover in 
such a scenario, we mapped, based on field visit and post-Maria high resolution 
satellite imagery, the presence of forest that was in critical condition after Maria 
(mapped locations are shown in figure 8). The predominant invasive vine 
species on the island is Mikania Micrantha, from which the root network does 
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not reach beyond 0.5 meters, and can thus effectively be ignored at potential 
shear planes in slope failure calculations. We assume approximately 30 percent 
of forest survives as a potential scenario, and ignore vine root networks. Thus, 
root cohesion is reduced to 30 % of its original value. 
 

 
Figure 8-6 An overview of a forest in south-east Dominica. Notable is the absence of 
green branches on the trees due to hurricane winds, and instead the presence of invasive 
vines. 
 
Three scenarios with mitigation measures were also simulated. The third 
scenario assumes that the landslide and debrisflow deposits in the lower 
sections of the stream channels were removed, in order to reduce the flood 
hazard in the downstream section. This measure was taken by the government 
of Dominica after hurricane Maria, with financial support of international 
donors. The amount of observed materials deposited by Maria are based on a 
simulations results of the Maria replication. In the simulations for scenario 3a,b 
and c, 25, 50 or 75 percent of the deposited material is respectively removed 
from the channels. 
The fourth scenario assumes that apart from the removal of sediments (75 %), 
additional mitigation measures are carried out in the form of checkdams. These 
can effectively prevent basal erosion and retain sediments (Shresta et al., 
2008). These implemented have a sediment-blocking height of 5 meters and 
width of 45 meters. We do not perform a cost-benefit analysis. The purpose of 
this scenario is rather to investigate the possibility of modelling mitigation 
efficiency within physically-based multi-hazard models. The locations of the 
checkdams are two highly active streams that feed the river near Pichelin, one 
of the most impacted areas. Within the model, the topography on the check-
dam locations is altered based on the height. When solid deposits fill the 
checkdams, deposition automatically alters the elevations there, after which 
flow ignores them. The locations are shown in Figure 8-7.  
The fifth scenario assumes that apart from the sediments removal (75 %) 
extensive slope stabilizing works are carried out through soil anchoring, as was 
proposed after Hurricane Dominica (CommonWealth of Dominica, 2015). 
Similar to the fourth scenario, we do not provide a detailed setup. Instead, we 
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choose a selection of sloped areas with reasonable accessibility, vulnerable to 
slope failures, and with direct influence on downstream settlements (Figure 8). 
Within the model, we assume the mitigation is successful and these slopes are 
stable independent of their properties. 
The final scenario contains land use changes in a more traditional sense. We 
include the buildings, both temporary and permanent, that were constructed 
and planned after hurricane Maria. These include the additional housing 
projects and abandoning of previously inhabited regions as part of risk 
reduction by the government of Dominica. The mapped building polygons were 
vectorized first from google earth imagery and later rasterized for usage within 
the model. Additionally, forested areas are being converted into agroforestry. 
We continue this trend by adding several low-steepness areas close to 
settlements to be converted to this. For an overview of new buildings and 
continued deforestation trends see figure 8. The new surface parameters for 
deforested areas are obtained from the values from agroforestry class. In 
particular, organic matter content for the top soil layer, Mannings surface 
roughness and root cohesion are changed because of the land use changes. 
Within the modelling workflow, the lower organic matter causes a reduction of 
hydraulic conductivity and porosity in the pedotransfer functions from Saxtion 
et al. (2006). 
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Figure 8-7 (Top) The mapped landslides for the hurricane Maria event. Highlighted are 
the hypothetical check dams and slope stabilization that is included in the simulated 
scenarios to protect Pichelin.  
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Table 8-2 The scenarios simulated for the Grande Bay area on Dominica 
Scenario Name Events What changes 
Maria 
Reconstruction  

Without taking into 
account the effects of 
Erika 

Maria/ 
Design 
Storms 

 

Maria 
Reconstruction  

With landscape 
changes following 
Erika 

Maria/ 
Design 
Storms 

Adjusted vegetation map 
Adjusted soil depth map 

Scenario 1 Future Scenario: 
Landscape post-Maria 

Design 
Storms 

No vegetation on active 
processes from Maria 
No soil depth on landslide 
scarps from Maria 

Scenario 2 Future Scenario: 
Vegetation Death 

Design 
Storms 

Adjusted vegetation cover, 
density, leaf area index and 
root cohesive strength for 
impacted areas 

Scenario 
3a/3b/3c 

Mitigation: Sediment 
removal from channels 

Design 
Storms 

Removal of deposit 
material from channels 
(25%/50%/75% for 
scenario a,b and c 
respectively) 

Scenario 4 Mitigation: Retaining 
walls.  

Design 
Storms 

Flow obstacles placed in 
three locations 

Scenario 5 Mitigation: Slope 
Stabilization 

Design 
Storms 

Alteration in cohesive 
strength of the slope 
material at three slopes 
sections. 

Scenario 6 Future Land use 
scenario 

Design 
Storms 

Added building cover and 
house elements at planned 
construction locations 
within the study site. 

8.4.1 Design Storms 

Design storms are based on the work of the CHARIM project (CHARIM, 2016). 
Here, a 15 year daily rainfall record for st. Lucia was analyzed to obtain IDF 
curves. Afterwards, Johnson SB Probability Density distributions were fitted to 
the events with the nearest available return period, normalized for rainfall 
intensities provided by the IDF curves. An overview of the precipitation curves 
and their cumulative rainfall is provided in Figure 8-8. 

 
Figure 8-8 Cumulative rainfall for each of the design rainfall events used in the 
simulations 
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8.4.2 Calibration and Impact Calculation 

The simulations of the multi-hazards on Dominica that were triggered during 
Maria were calibrated using the impact extent. Mapped extents are available 
from the Hurricane Maria landslide and flash flood inventory for Dominica (Van 
Westen and Zhang, 2018). This inventory includes all visible traces of flash 
floods, debris flows, slope failures, landslides or other mass movements. From 
the model, we can not take all flow to count as visible flash flooding as minor 
runoff would be incorrectly counted as flash floods. Instead, a threshold of a 
certain height must be defined above which we assume flow would leave visible 
traces on satellite imagery. We assume flow to be visible for at least some 
weeks after the event if simulated depths are above 0.4 meters, and mass-
movement related processes when simulated depths are above 0.15 meters 
with a volumetric solid content of more than 20 percent (based on general 
definitions of debris flows and mass movements, see also Lavigne & Suwa, 
2004). Slope failures are assumed to be visible with any depth.  
To further investigate the potential impact in the simulated scenarios, we 
estimated building impact by calculating the fractional damage provided by the 
debris flow vulnerability curve from Ciurean et al., 2017).  
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Where 𝑉 is the building damage (fractional), 𝐼 is the hazard intensity (which 
can be defined as the maximum debris flow height, Ciurean et al., 2017) and 
𝑅 is the building resistance. 

8. 2 R ൌ ൫ζSTR ∙ ζSHT൯
1
2  

𝜁ௌ்ோ is the structural typology factor (representative of the material of 
construction) and 𝜁ௌு் is the building height factor (represented by the number 
of floors). 
Finally, we choose the typology factor based on the work by Li et al. (2010) 
for wood constructions (𝜁ௌ்ோ ൌ 0.2). 

8.5 Results  

8.5.1 Simulating the Maria Event 

The results of the calibrated replication (taking into account the landscape 
changes from hurricane Erika) of the impact of hurricane Maria are shown in 
Figure 8-9. A common challenge with usage of a multi-hazard model, is the 
visualization of the multi-hazard intensities. While single-hazard 
approximations can show a single spatial variable to indicate presence or 
intensity of the hazard (e.g. flood depth, landslide height), multi-hazard 
intensity is not easily reduced to such a single parameter. For more complex 
flow processes, derived compound parameters such as impact pressure or 
momentum are used. However, reduction to a single parameter does not allow 
one to visualize the relevant complexity in multi-hazard modelling. In our case, 
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we chose to present figures using a flow- height color scale, using a bi-color 
gradient to indicate sediment concentration at the moment of maximum flow 
height. Additionally, at the catchment scale, differences are minor, and not 
clearly visible. To show the differences when taking into account a variety of 
landscape changes, we present the averaged values of maximum water height, 
solid height and slope failure depth for each of the simulations (Table 8-3). 

 
Figure 8-9 Simulation results for the replicates the impact of hurricane Maria on the 
Grande Bay catchment on Dominica. Comparisons use non-corrected data. 
 
Table 8-3 Overview of the average maximum fluid and solid height, and total slope failure 
volumes for each of the simulations. 
Return 
Period  5  10  20  50  5  10  20  50      5       10  20  50 

Simulation 
Nr  Average Maximum Fluid Height   

Average  Maximum 
Solid Height             Total Slope Failure Volume 

1 
9.32E‐
02  1.01E‐01 

1.09E‐
01 

1.15E‐
01   5.42E‐02 

5.43E‐
02 

5.51E‐
02 

5.59E‐
02    146323  1.47E+05  1.47E+05  1.49E+05 

2 
8.76E‐
02  9.57E‐02 

1.02E‐
01 

1.07E‐
01  3.70E‐02 

3.92E‐
02 

4.07E‐
02 

4.13E‐
02  91210.3 9.33E+04  9.94E+04  1.01E+05 

1 
8.95E‐
02  9.66E‐02 

1.02E‐
01 

1.07E‐
01  4.01E‐02 

4.00E‐
02 

4.09E‐
02 

4.15E‐
02  97726.8 9.78E+04  9.93E+04  1.00E+05 

2 
9.67E‐
02  1.05E‐01 

1.14E‐
01 

1.19E‐
01  5.65E‐02 

5.67E‐
02 

5.73E‐
02 

5.82E‐
02  130147  1.31E+05  1.32E+05  1.33E+05 

3a 
8.91E‐
02  9.63E‐02 

1.02E‐
01 

1.08E‐
01  4.07E‐02 

4.07E‐
02 

4.14E‐
02 

4.21E‐
02  98443.2 9.87E+04  9.95E+04  1.00E+05 

3b 
8.95E‐
02  9.67E‐02 

1.03E‐
01 

1.08E‐
01  4.06E‐02 

4.08E‐
02 

4.14E‐
02 

4.22E‐
02  98495.2 9.85E+04  9.95E+04  1.00E+05 

4c 
8.89E‐
02  9.60E‐02 

1.02E‐
01 

1.08E‐
01  4.08E‐02 

4.07E‐
02 

4.15E‐
02 

4.22E‐
02  98366.6 9.87E+04  9.94E+04  1.00E+05 

4 
8.93E‐
02  9.65E‐02 

1.03E‐
01 

1.08E‐
01  4.05E‐02 

4.06E‐
02 

4.12E‐
02 

4.20E‐
02  98266.9 9.83E+04  9.94E+04  1.00E+05 

5 
8.93E‐
02  9.65E‐02 

1.03E‐
01 

1.08E‐
01  4.07E‐02 

4.09E‐
02 

4.14E‐
02 

4.22E‐
02  98539.7 9.85E+04  9.97E+04  1.01E+05 

6 
8.81E‐
02  9.49E‐02 

1.01E‐
01 

1.06E‐
01  4.07E‐02 

4.07E‐
02 

4.16E‐
02 

4.24E‐
02  98438.3 9.84E+04  9.95E+04  1.01E+05 
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Table 8-4 Calculated building impact for each of the design storm simulations. Actual 
cumulative fractional damage for Hurricane Maria within the Grande Bay area is 181.35 
(weighing both floors and walls as 30 % value, and assuming roof damage is caused by 
wind and can be ignored for comparison). 

 

5  Year 
Return 
Period 

10  Year 
Return 
Period 

20  Year 
Return 
Period 

50  Year 
Return 
Period 

 
Average 

 
Hurricane 
Maria 

Maria Reconstruction  142.888  180.334  134.299  214.928  168.1  243.12 

Post‐Erika  Maria 
Reconstruction  65.0215  128.453  145.65  158.216 

124.3  194.23 

Scenario 1  117.739  144.275  190.475  128.533 
145.2  ‐ 

Scenario 2  152.781  137.26  186.146  206.295 
17.06  ‐ 

Scenario 3a  148.918  115.903  124.516  198.222  146.8  ‐ 

Scenario 3b  99.049  178.475  185.483  121.603  146.1 ‐ 

Scenario 3c  95.2482  132.594  179.933  133.572  135.3  ‐ 

Scenario 4  75.3246  144.775  148.609  152.784  13.03  ‐ 

Scenario 5  115.993  139.439  194.605  197.924  14.06  ‐ 

Scenario 6  71.4438  144.834  163.93  182.372  16.19  ‐ 

 
When comparing the modelled hazard process impact with the mapped impact 
during hurricane Maria, it is clear that differences in geo-alignment lead to 
calibration issues. One of the primary reasons for this is the relative differences 
in ortho-rectification in the different sources of data used for the model 
calibration. The landslide mapping was carried out on various satellite images, 
which were partly cloud-covered and which had varied viewing angles. As a 
result, high-quality ortho-rectification is required to line up these images with 
the LIDAR elevation model used in this modelling setup. This work was 
performed for the south-western sub catchments containing 113 debris flows 
and landslides. For this area, pixel-based comparison shows an accuracy of 
90.2 percent with a Cohens Kappa value of 0.562. For the larger catchment, 
which act as a validation, accuracy drops to 91.1 percent with a Cohens Kappa 
value of 0.41. Several areas of the simulation are highlighted in Figure 8-9 to 
indicate the real performance of the model setup. The pixel-based comparison 
is shown in Figure 8-10. 
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Figure 8-10 Pixel-based comparison between predicted multi-hazard impact and mapped 
multi-hazard impact. Comparison uses corrected data. 
 
General patterns for the various simulations are highly similar to each other 
and mapped impact. Due to the large cumulative rainfall values in the 
simulated events, the majority of potential slope failures reaches instability 
during all of the events. When simulating the Maria event, a substantial change 
in impact is observed when taking into account the landscape changes induced 
by Erika. The alteration of soil depths due to Erika does significantly alter the 
amount of slope failures by approximately a third (see table 4). As was found 
in earlier studies using this kind of modelling setup (Bout et al., 2018), the 
overall landslide patterns are well represented, although the prediction of 
individual landslides remains a problem. This is primarily due to the spatial 
variability of soil thickness and soil properties, which directly influence stability, 
and for which data is scarce and difficult to obtain. The input data for the 
modelling contains generalized soil data and the model is therefore often not 
able to predict the individual landslides in all cases or in a pixel-perfect manner. 
While many of the mapped landslides coincide reasonably with a simulated 
slope failure and runout, a significant portion is not present in the model 
results. Despite this, runout patterns are highly similar, both in extent of the 
debris flood and the solids deposited by this mixed flow.  
The modelling results clearly highlight how the integrated nature of the model 
influences the dynamics of the simulated event, in a way that would not have 
been possible when the processes were modelled independently. Landslide 
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blocking of rivers and landslide dilution Occurred in several locations. These 
processes effectively blocked water flow, causing buildup of water and lateral 
spreading of the flood extent. This increased exposure and intensity in those 
locations. Additionally, flow densities are strongly increased downstream 
compared to traditional (flash) flood scenarios. The volumetric solid content of 
the flows within the simulation could reach up to 30 % adding significant weight 
and impact to flows that impact buildings and infrastructure. Finally, velocities 
are altered in a major way by the interactions between solids and fluids. The 
friction model used by the solid phase differs strongly from traditional water 
approaches and influences, through drag, both fluid and solid velocities. This 
typically led to higher velocities in the upslope areas where slope failures 
provided solid content to the flow. In the rivers, the internal friction of solids 
provides increased friction and thereby hinders flow velocities. 

8.5.2 Comparison to Traditional Multi-hazard Approach 

Several differences can be observed when comparing Figure 8-9 to the 
traditional multi-hazard analysis as shown in Figure 8-4. A comparison of 
mapped impact for Maria and the traditional multi-hazard assessment for 
floods and landslides is shown in Figure 8-11. The resulting Cohens Kappa is 
0.032 with an accuracy of 29.7 percent. While it is beyond the current scope 
of this work to perform a full post-Maria reflection on the work done by the 
CHARIM project, the key differences in the results show what value might be 
obtained from the output of an integrated multi-hazard model. It is important 
to note that the input data and validation data available for the CHARIM project 
differed from those available for this current work. The availability of a high-
resolution LIDAR elevation model improves accuracy of flow simulations. 
Additionally, an inventory of landslides and flash floods during Maria was 
available for calibration. 
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Figure 8-11 Comparison of landslide hazard as estimated by the CHARIM project with 
mapped processes during Maria. 
 
The landslide susceptibility map, which was made using a combination of 
statistical methods and spatial multi-criteria evaluation (Charim, 2016) 
contains well all potentially hazardous areas. However, it strongly over-
predicted the high hazardous zones on the Island. This issue is a long-standing 
problem of landslide susceptibility maps addressed among others by Van 
Westen (2006). Another difference between the modelling results and the 
earlier landslide susceptibility map is that the latter did not consider runout 
sufficiently. During the Maria event the runout of mass movements merged 
with channel flow and sediments were transported further downstream. The 
flood simulations performed by the CHARIM project were calibrated based on 
the extent of flash floods in the historic record. By doing so, the simulation 
framework compensates for potential errors the are the result from the isolated 
approach to flooding. Thus, both the CHARIM and currently presented flood 
extent prediction are very similar to the extent mapped for the Maria event. 
For impact assessment, the calibration of flood models does not solve the full 
issue, as other properties of the model are changed. These include the flow 
velocities and in particular densities, that differ greatly in the models and in 
reality with increasing solid content. 
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8.5.3 Scenario Differences 

Some results of the scenario simulations are shown in Figure 8-12 for the area 
surrounding the village of Pichelin, which was heavily impacted during 
hurricane Maria. Generally, the simulation results are highly similar, both in 
terms of spatial patterns as well as for absolute hazard intensities. Relevant 
details are mostly related to differences in runout behavior of mass movement, 
the occurrence of landslide damming, and deposition locations. Additionally, 
the interactions taking place between processes change significantly due to 
altered timing of slope failures and flash flood arrivals. These results indicate 
the potential for multi-hazard impact modelling and use in assessment of future 
scenarios. Interactions that can alter hazard and risk can be included in the 
hazard assessment. However, the changes as visible in the scenarios are 
induces by changes in parameters that are in several cases similar to the 
uncertainty present in the input data. A full uncertainty analysis would 
therefore be required to address whether the model outcomes for the various 
scenarios represent the most likely outcome given the input parameters and 
their uncertainty. 

 
Figure 8-12 The area around Pichelin for several of the simulated scenarios. Shown event 
is the design storm with a 5 year return period. Highlighted are several changes caused 
by the scenario setups. 1: Increased runout since previous Erika landslides are not 
subtracted from soil depth; 2: Decreased solid deposits along river due to post-Maria 
draining; 3: Increased runout due to forest death and stability reduction. 4: Deposition 
of solids behind check dam. 

8.5.4 Relation of Return Period to Impact 

From the data seen in Table 8-3 and Table 8-4, several observations can be 
made. First, with increasing return period, and increasing maximum rainfall 
intensity, the catchment-averaged maximum flow heights and slope failure 
depths increase. This is as expected from theory and practice, as rainfall 
directly causes flood heights, and slope instability. However, this pattern is not 
uniformly present in the building damage data. Instead, while the 5 year return 
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period typically has lowest damages, it does not always. Similarly, while 50 
year return period damages are typically highest, they are not always. A 
visualization of the damage for each scenario is provided in Figure 8-13. 

 
Figure 8-13 Total of relative impact as indicated by vulnerability curves exposed to 
critical impact by the multi-hazard event. Left: Scenarios on horizontal axis. Right: yearly 
probability on vertical axis. 
 
The observed pattern of not uniformly increasing building damages with 
increasing return period is counter-intuitive at first consideration. However, 
when investigating the actual dynamics of the simulation, clear causes can be 
found for this behavior. To examine these, we investigate the differences 
between the 20 and 10 year return period simulations on the post-Erika 
landscape (Figure 8-14). 
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Figure 8-14 A comparison of maximum flow heights for the 10 and 20 year return period 
events on the post-Erika landscape. Notice that, although generally, increased rainfall 
leads to increased maximum flow height, interactions between landslides, debris flows 
and flash floods can alter the maximum heights in complex ways. Two cases are 
highlighted near Pichelin, where the 10 year return period event has higher maximum 
flow heights. A profile of flow heights, solid content and velocities are shown in figure 
13. 
 
For the vast majority of the simulation, differences in maximum flow height 
are positive, indicating that a 20-year return period event has higher impact 
than a 10-year return period event. This is directly linked to increased 
cumulative rainfall for the design events. Flash floods heights are increased by 
up to 0.5 meters near the main outlet of the area. However, for a variety of 
smaller areas, predominantly located near intersections of mass movements 
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and channels, a decrease in maximum flow height is simulated with increasing 
cumulative rainfall. The timeslices shown in Figure 8-14 indicate that the runout 
of the mass movement behaved significantly more diffusive. This behavior, 
caused predominantly by increased water content, came about by the 
increased amount of water present in the channel at the moment of failure. 
The diffusive runout was dragged along by similarly higher water flows in the 
channel. Thus, compared to the 10 year return period simulation, channel 
blocking was reduced, resulting in lower hazard intensities next to the river, 
where the some of the houses of Pichelin are located. Figure 8-15 shows 
timeseries of fluid heights, solid heights, and fluid velocities at the two locations 
indicated in Figure 8-14. 

 
Figure 8-15 Timeseries of fluid height, solid height and fluid velocity at the locations 
indicated near Pichelin in figure 11. Time is presented in minutes relative to the start of 
the simulation. 
 
Within the timeseries of Figure 8-15, the moment of impact of mass movements 
is clearly recognizable. For location 1, the 20 year return period simulation has 
a more spread impact of solid flow, blocking does not occur, and maximum 
flow heights are reduced. For location 2, the change in maximum flow heights 
comes about due to the timing of the mass movement relative to the arrival of 
the flash flood and upstream influences. In the 10 year return period 
simulation, the arrival of the mass movement is after the arrival of the main 
flash flood wave. In the 20 year return period simulation arrival is 
simultaneous, and partial blocking occurs, because of which water is diverted.  
Throughout the simulation, numerous of interactions as described above occur, 
that lead to the counter-intuitive patterns in building damage. Thus, as a 
consequence of non-linear and complex interactions between hazardous 
processes, the one-to-one relationship between cumulative rainfall in a single 
event and damages is partially lost. While the application in Dominica might 
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be an isolated case, it significantly complicates further steps in the estimation 
of total risk. 

8.6 Discussion 
Generally, the usage of a physically-based integrated multi-hazard model 
shows suitability for application in scenario exploration and event 
reconstruction. The interactions that have been observed during the event are 
captured well by the model, including complex non-linear processes such as 
slope failures, landslide damming and debris floods. While it is not practically 
possible within this study case to confirm the precise behaviors of these 
processes beyond their general occurrence and patterns, the model provides a 
total hazard that has high accuracy.  
For a full hazard analysis, applicability remains uncertain due to a number of 
factors. On the one hand, comparison with the CHARIM map, using statistical 
prediction of landslide hazard zones and flash flood modelling, shows additional 
value in usage of integrated multi-hazard modelling. A more complete 
representation of hazard is provided that includes multi-hazard interactions. 
The general flow height increase due to flow merging and transition zones of 
mass movements are absent in the traditional approach. Additionally, complex 
interactions such as landslide damming and landslide dilution are predicted by 
the model, and have been reported during the event. Despite these benefits, 
several complications arise in the interpretation of model outcomes. The 
presented approach strongly increases the number of input parameters and 
uncertainties in model output. In particular due to the number of implemented 
processes, the variety in model outputs is significantly increased. A further 
complication that is raised by the simulation results is the usability of design 
storms. Usage of designed scenario events relies heavily on the assumption of 
a one-to-one increasing relation between impact and trigger intensity. Within 
the presented modelling results, this relationship no longer holds uniformly. 
Currently, the question of applicability of physically-based multi-hazard models 
in hazard assessment seems dependent on weighing these factors for the 
particular use-case.  
The issues mentioned above, related to uncertainties and design storm usage, 
could both be counter-acted by using a larger ensemble of events as input to 
the modelling stage. This could be done either by using a historic record and 
performing a longer sequence of simulations, or providing large ensembles of 
potential weather input. However, combining this with the computational load 
of complex multi-hazard models results in computational requirements beyond 
what is commonly available. A major obstacle facing the application of this type 
of modelling is thus the issue of simulating those scenarios that provide useful 
information in an efficient manner. New techniques for creation of design 
scenarios or smart ensembles of triggering events are required to provide a 
foundation for the application of physically-based models. 

8.7 Conclusions 
Hurricane Maria led to major damages throughout the Caribbean island 
Dominica. The event was multi-hazard, with (flash) floods, slope failures and 
mass movements interacting throughout the island to provide increased 
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destruction. Event reconstruction using OpenLISEM Hazard showed good 
accuracy in slope failure prediction after correction of orthorectification of the 
landslide/debris flow inventory. Additionally, scenario exploration showed that 
land use/land cover changes and mitigation measures influence the predicted 
multi-hazard and multi-hazard interactions. This is an indication that these 
interactions are relevant and should be taken into account in scenario 
comparison. A major issue related to the applicability of the presented kind of 
modelling is the lack of uncertainty analysis. Full ensemble analysis might be 
required to adequately capture the probabilities of specific model outcomes 
with integrated multi-hazard models.  
Simulations of designs storms for a variety of landscape states showed an 
unexpected complexity in the relationship between trigger intensity and hazard 
intensity. As a results, damage prediction and the connection between damage 
and return period, which can be crucial in insurance applications, becomes 
significantly more complex. New methods for hydro-meteorological scenario 
design need to be developed to provide a representative and efficient set of 
scenarios that cover the relevant range in hazard dynamics.  
In conclusion, the issue of applicability of integrated physically-based multi-
hazard models in hazard assessment remains an open challenge. While the 
model provided additional insight in comparison to a traditional approach, 
issues related to uncertainties in model outcomes need to be addressed if these 
kind of modelling tools are applied. 
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9 Synthesis: Steps towards application 

9.1 Introduction 
Multi-hazard and risk assessment is required for evidence-based decision 
making related to natural hazards (van Westen et al., 2014; Gallina et al., 
2016). The development of improved toolsets for multi-hazard and risk 
assessment is of crucial importance for disaster risk reduction. Many examples 
reported in literature highlight the benefit of an integrated multi-hazard 
approach within decision support systems aimed at both urban/land use 
planning and mitigation design (Nadim et al., 2009; Cordona et al., 2010; 
Marzocchi et al., 2012; Burston et al., 2017; Taylor et al., 2018). For many 
types of hazard, the required assessment of (multi) hazard is done by means 
of physically-based modelling (Knighton et al., 2017; Strauch et al., 2019; Lee 
et al., 2019). These models use a description of processes in physically-based 
equations to both spatially and temporally solve the dynamics of relevant 
processes and estimate the behavior of the natural hazard for a specified event 
and landscape. It is crucial to incorporate the relevant interactions between 
hazard in these modelling tools for accurate hazard, and risk assessment 
(Marzocchi, 2009; Joel & Bruce, 2014; Barrantes, 2018).  
As evidenced by recent literature, integrated physically-based multi-hazard 
modelling has undergone significant advances. In particular, there has been a 
unification of modelling techniques related to hydrometeorological hazards that 
can capture a variety of process interactions and chains. The development of 
the OpenLISEM Hazard model resulted in a tool for hydrology, erosion, slope 
stability and failure mechanism, generalized mass movement runout and 
entrainment (Bout & Jetten, 2018; Bout et al., 2018; Bout et al., 2020). This 
has shown benefit in recreating and understanding the behavior of several 
complex multi-hazard events. Other tools such as r.avaflow and StepTRAMM 
have seen similar advances that expand the possibilities of physically-based 
multi-hazard modelling (Mergili et al., 2017; Fan et al., 2017). 
In light of the developments described above, it is relevant to address the 
primary issues set out in the introduction of this thesis. Are the available 
integrated physically-based multi-hazard models sufficiently developed for 
justified application in multi-hazard and risk assessment. In this chapter, we 
aim to analyze how the multi-hazard modelling tools developed within this work 
fit inside the larger field of multi-hazard research as described within chapter 
1. Additionally, potential obstacles for application and opportunities for 
improvement are identified. We focus on both the range and accuracy of 
implemented processes and applicability in wider use-cases such as multi-
hazard risk assessment. A summary of the work described within this thesis 
and parallel efforts from others is provided in section 9.2. Section 9.3 and 9.4 
focus on the applicability and potential improvements respectively. We limit 
our discussion to hydrometeorological hazards as these have been the focus of 
the research within this Thesis. 
 



198 

9.2 State of the Multi-Hazard modeling tools 

9.2.1 Implemented processes 

The development of OpenLISEM Hazard (OLMH) started with the catchment-
scale hydrology and erosion model OpenLISEM (De Roo & Jetten., 1999). 
Initially, verification of spatially integrated flash flood techniques resulted in 
implementation of a full dynamic wave description of water flow (Chapter 2). 
Unique to this approach is the full spatial integration of the flow equations into 
the hydrological processes. This allowed for direct simulation of flash flooding 
from upstream due to infiltration and runoff generation.  
Secondly, a novel method for regional physically-based prediction of slope 
failures was developed (Chapter 3). This method is implemented to be an 
integrated part of the simulation, and directly connects with hydrology and flow 
aspects. Since the iterative failure method is an efficient method for regional 
application, it can be practically implemented in a multi-process model, where 
other methods such as random ellipsoid sampling only perform on a static 
landscape. Ground water flow and infiltration directly alter the stability of 
sloping materials by means of increased pore pressure at the potential slip 
surface, as is usual for physically-based models that implement slope stability 
linked with hydrology. In our integrated implementation, additional 
interactions are directly noticed through upstream runoff generation and 
overland flow patterns. All these processes in upstream areas of a catchment, 
that are individually considered to have a relatively minor influence, influence 
downstream hydrology and also the stability of slopes. 
The third step in the development of the multi-hazard modelling tool presented 
in this thesis followed naturally from the implementation of slope failure 
predictions (Chapter 4). Once a sloping volume of mixed solids and fluids is 
released, its mobilization and dynamics need to be implemented using 
generalized two-phase mass movement equations. We adapted the work of 
Pudasaini (2012) to include shallow fluid surface flow as well as the wide range 
of mass movement types included in its original formulation. These two-phase 
equations automatically adapt and scale internal forces within the flow based 
on the consistency and material properties of the solids and fluids. The 
generalized drag force, virtual mass force, Newtonian and non-newtonian 
viscous forces and friction forces allow for prediction of the dynamics of debris 
flows, landslides, mudslides and various other types of mass movement. 
Additionally, during interactions with fluid bodies (e.g. channels or lakes) flow 
properties and forces adapt automatically to changing flow properties. Thus, 
the developed multi-hazard model not only implements various automatically-
estimated mass movement types, but captures evolving flow types. 
The following phase in de development in the model focused on implementing 
erosive processes generalized to two-phase flow (Chapter 6). OpenLISEM 
contained a description of erosion by means of fluid-grain interactions. For two-
phase flows, erosion based on grain-grain interactions, generally named 
entrainment, is required as high solid-concentrations in mass movements can 
significantly enhance erosion. A full description of entrainment and deposition 
of non-suspended solid phase is was implemented based on the work of 
Takahashi (1992). The software solved these equations using a second-order 
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accuracy stable numerical scheme to allow for emergent processes such as 
landslide dam formation and breakthrough.  
The final phase of the development of an integrated physically-based multi-
hazard model extended the two-phase generalized mass movement equations 
to implement runout of mass movements with any internal cohesive structure 
(Chapter 8) . This adaptation was achieved by implementing a full stress-strain 
relationship into the material description and altering the internal forces by re-
deriving their mechanical description. As a result, cohesive blocks of material 
that have not lost internal structure due to fragmentation are accurately 
modelled during runout and potential fragmentation.  
A schematic depiction of the current coverage of OpenLISEM Hazard is shown 
in Figure 9-1. 
 

 
Figure 9-1 A schematic depiction of major natural hazard, their triggers and interactions 
between them (simplified based on Kappes et al. 2012). Placed within the 
hydrometeorological group is the current set of processes as implemented within 
OpenLISEM Hazard. 

9.2.2 Benefits of integrated physically-based multi-hazard 
modelling 

The first and predominant benefit in the usage of integrated physically-based 
multi-hazard models is that these tools implement multi-hazard interactions. 
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This allows for increased insight into the processes that lead to the final 
dynamics of a multi-hazard event. For any event where multi-hazard 
interactions have some influence, understanding these interactions can be of 
crucial importance to understanding the physical causes for the final spatial 
hazard intensities. In the study case for the Fella river basin in northern Italy, 
the catchment-wide dynamics of upstream runoff generation and flow helped 
explain the locations and intensities of flooding in the main river. For the 
Scaletta event, where a 2009 convective storm in Eastern Sicily led to slope-
failures, debris flows and flash flooding, the merging of flash floods and debris 
flows increased very strongly the total hazard downstream. In the Honchung 
study case, interactions such as landslide dam formation and erosion-initiated 
debris flows are key in how the flooding in Yinxiu town occurred. Understanding 
these processes in the context of physically-based modelling improves decision 
making for mitigation and adaptation. Finally, for the impact of Hurricane Maria 
on Dominica, interactions between flash flooding and mass movements played 
a similarly crucial role. Here, interactions such as mixing and evolving flow 
types altered the intensities of hazardous processes throughout the island. 
Usage of integrated physically-based models has additionally shown benefits 
in application to event reconstruction and scenario exploration. Several specific 
multi-hazard interactions and process chains that could not be implemented 
previously in physically-based modelling tools can now be simulated in an 
integrated manner. For the Scaletta event, reconstruction without taking into 
account interactions between flash floods and debris flows led to calibration 
issues. Similarly, for the hurricane Maria event on Dominica, physically-based 
multi-hazard modelling of (flash) floods, landslides and debris flows compared 
well to mapped processes. Moreover, several benefits were found in 
comparison with the usage of multiple single-hazard assessments. 
Additionally, simulation of scenarios was used to support decision making for 
risk reduction measures and land use change scenarios.  
Similar to OpenLISEM Hazard, a few other models have been developed to 
address multi-hazard interactions in the hydrometeorological hazard group. 
The r.avaflow model has been applied to a variety of complex interacting 
process chains such as glacial lake outburst floods (Mergili et al., 2017; Mergili 
et al., 2018). Here, the authors conclude that the integrated multi-hazard 
approach provides crucial insights into the behaviour of these process chains. 
However, the stacking uncertainties in the process chain lead to a wide range 
of potential output for a given range of input parameters. Thus, model outputs 
can be increasingly sensitive for uncertainty in input parameters. The Step-
TRAMM model has been applied to several study cases related to hydrology, 
slope stability and runout (Fan et al., 2017; Fan et al., 2019). For these works, 
similar conclusions have been found relating to the value and challenges to the 
application of multi-hazard modelling. While the reconstruction of past events 
is possible with increasing accuracy, prediction of future events thus remains 
hindered by issues related to uncertainty and limited coverage of multi-hazard 
models. 
For all of the abovementioned work, their presence as a valuable research tool 
has been thoroughly established through repeated study cases and 
methodological improvements. The following sections aims to reflect on which 
steps are required to move applicability further into multi-hazard and risk 
assessment. 
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9.2.3 Availability of the Model 

The model developed in this work, OpenLISEM Hazard, is an open-source 
simulation tool under the GNU GPL v3 share-alike licence. The full source code 
is available on github and sourceforge. Additionally, a variety of datasets used 
for this work are made publicly available. In the past decades, the model has 
been under continuous development (see also Appendix A for an overview). 
Compiled windows binaries with support for multithreading are provided on the 
website. Compiling the source code is possible on other platforms as well, 
including common linux distributions.  

9.3 Challenges for Applicability 

9.3.1 Parameters and Uncertainties 

One of the main issues identified in both development and study cases using 
physically-based multi-hazard modelling is the relationship between 
parameterization and outcome uncertainties. For all physically-based models, 
the accuracy of model outcomes depends both on the quality of the input 
parameters as well as the adequacy of the modelling methods. These are 
epistemic uncertainties that might feasibly be addressed and relate to unkowns 
in the model or data. Beyond this, aleatoric uncertainties exist for each aspect 
of processes implemented in a model. An extreme example here is molecular-
level movements and interactions of material. Other minor effects such as 
micro-turbulence and force chains between grain-loaded flows are examples of 
data that effect larger flow behavior. However, with current technology 
measuring and taking into account the effect of such processes is either 
impossible, or not feasible at the scale of flow simulations. Here, the potential 
solutions for epistemic uncertainties are explored. 
For a significant subset of models, including those developed in this thesis, the 
required parameters are of a physical nature and can usually be measured 
(directly or indirectly) or estimated well through empirical relationships (Bates 
et al., 2004). For flood modelling for example, soil physical parameters for 
infiltration can be measured either directly or indirectly. Opposite to this, 
Mannings Surface roughness coefficient is typically estimated using field 
manuals with comparison terrain types containing back-calculated values 
(Brunner, 1995). Other parameters despite uncertainties present in these 
parameters, flood modelling results are influenced relatively little by changes 
in input parameters, and prediction of future events has often been done with 
success. This can be seen most evidentially in calibration-validation studies on 
multiple events (Grimaldi et al., 2016). These investigate the transferability of 
model settings and terrain parameters among multiple events in similar 
regions, or in the same region, but for several precipitation events. A common 
finding in this regard is that with increasing model complexity, per-event and 
per-area calibration becomes more necessary (Hessel & Jetten, 2003; Grimaldi 
et al., 2016). 
For integrated multi-hazard modelling, several pitfalls are significant during 
model development: parameterization/calibration complexity, threshold effect, 
uncertainty propagation and limited validation 
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 For the type of modelling presented in this thesis, the surface and 
subsurface properties of the landscape and climatic conditions must be 
known to solve all the relevant equations. This leads to a large number of 
required parameters, predominantly spatially varying. In particular, the 
number of parameters can increase beyond the number required for 
simulating single hazards, as the interactions require a fuller description of 
material properties. With this increase of input parameters, the uncertainty 
in model output similarly increases. In a mathematical sense, each 
parameter tends to provide the model with a new degree of freedom. Since 
the value for this parameter that determines this axis of variation is 
unknown, model outcomes become uncertain along this axis of variation. 
A downfall noticed in generally in modelling is over-parameterization. This 
is commonly stated as: with sufficient parameters and sufficient 
calibration, any process can be modelled without providing actual 
predictive power. This pitfall must be recognized in the increased 
complexity of multi-hazard models and counter-acted by calibration-
validation studies. 

 A further complication here is the presence of strong threshold effects and 
non-linear interactions such as mass movements blocking river sections. A 
small variation on cohesive strength of a sloping material might mean 
failure occurs during an event, runout blocks a channel and a large area is 
impacted. These types of interactions make uncertainty analysis difficult, 
as strong changes might occur based on minor variations in input 
parameters.  

 Uncertainty propagation occurs generally in modelling when a larger set of 
equations is solved either as a single system, or in a coupled manner. The 
potential variation in input parameters leads to potential variation in model 
outcomes for each aspect to the model. The effect of this propagation is 
not a divergence of model outcomes necessarily, but this is typically 
observed (Mergili et al., 2018). 

 The limitation to validation of multi-hazard models are mainly caused by 
the relative scarcity of well-documented events featuring multi-hazard 
interactions. For some of the interactions, such as landslide-damming of 
rivers resulting in flooding, this is caused simply by relatively low 
frequencies of occurrence of these interacting processes. The low relative 
occurrence follows directly from the observation that not all landslides 
result in river-damming, and not all river floods result from landslide 
damming. While absolute number of occurrences lend importance to 
analysis of interactions, relative attention is reduced. For others types of 
interactions, the limitations to modelling techniques in the past might have 
limited research interests, such as can be argued for with runoff-initiated 
debris flows. For example, simulations of floods has a long history with the 
development of the Saint-Venant equations for shallow flow in 1871. With 
the rise of computational methods for partial differential equations, the 
simulations of flood behavior became relevant fast (see Rossi, 1994 for an 
historical overview). On the other hand, multi-phase flows required a 
longer time to be understood and became prominent some decades later 
(Goodman & Cowin, 1971). For both of these causes, validation of 
modelling approaches is complicated by the unavailability of data. This 
effect is strengthened by the increased data requirements for multi-hazard 
simulations. 
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Several approaches have been suggested to address the parameterization 
issues. Among these area: parameter reduction, parameter database building 
and usage of remote sensing datasets. 
 Parameter reduction aims to express values of specific physical parameters 

in terms of either already known parameters or in physical properties that 
are more easily obtained through measurement. This can be done either 
empirically (Saxton et al., 2006) or by means of physically-based 
equations. Examples of this approach can be found both for single-hazard 
models, and for multi-phase adaptive flow simulations (Boetticher et al., 
2017). In particular, for flow models, rheological parameters that are 
usually considered an event-specific input parameters can be based on 
other measured material properties that were already required for the 
model. For soil-related data, the simulations performed in chapter 8 were 
supported by 13 measurements of saturated conductivity, porosity, density 
and texture. However, simulation of intfiltration and ground water flow 
requires parameters that can not be easily directly measured such as the 
matric suction and coefficients for the soil water retention curves. These 
parameters are then derived from texture data instead. 

 Parameter database building, as has been proposed by others, can act to 
make parameters that are, although necessary, difficult to obtain, more 
easily estimated (Mergili et al., 2018). A strong example of this is visible 
in the Curve Number Method, or the USLE erosion model, empirical 
methods for hydrology and erosion that requires a variety of parameters 
(Boughton, 1989; Benavidez et al., 2018). While these would be extremely 
difficult to parameterize in a stand-alone study, vast ranges of parameter 
tables have been built to support these methods. Similar developments for 
simulations of hydrometeorological multi-hazard events might involve in 
parameters such as entrainment constants, phenomenological constants 
(parameters within the model that act as an activating function for certain 
phenomena’s or processes), and rheological parameters for specific 
material types.  

 A final approach to the parameterization issue can be found in the growing 
availability of global datasets and modelling resources. Usage of remote-
sensing based physical predictions of parameters such as ground water 
moisture, surface roughness and land use type is in many modelling 
applications already invaluable (Mason et al., 2003; Ernst et al., 2010; 
Sanyal et al., 2014). Additional examples are tools such as GLOBCOVER 
(Arino et al., 2007) or SOILGRIDS (Hengl et al., 2017), in particular in 
combination with extensive empirical relationships such as those by Saxton 
et al. (2006). While spatial resolutions for global datasets can be low, and 
uncertainties related to unexplained spatial variance high, these tools can 
be of immense value in filling gaps in available data. Other types of data, 
in particular related to elevation, tend to have to course resolution for 
usage in local-scale simulations of flow processes (Bout & Jetten., 2018). 
For areas where high-resolution national datasets are not available, global 
commercial satellite-based elevation data might be of use. Finally, deep 
learning based supersampling provides a innovative field of research that 
is strongly influencing remote sensing datasets, and might provide ways to 
improve them within several years. 

Dealing with the uncertainties in model outcomes can be done in a complete 
manner by performing a large ensemble of simulations and analyzing trends in 
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the set of simulated outcomes. This approach has often been applied 
successfully for simulation of single-hazard dynamics (Cloke & Pappenberger, 
2009; Tiwari & Chatterjee, 2010; Alfieri et al., 2012). By having a set of all 
possible model outcomes for a given range of input parameters, probabilities 
of occurrence can be estimated for specific process chains and outcome types. 
A major downside to the ensemble approach is the increased computation 
time. This can be partially counteracted by phenomenological selection (based 
on which phenomena will occur during the simulations) of relevant scenarios 
before running the actual simulations.  
In the end, important in the uncertainty consideration is need for a comparative 
evaluation. When faced with multi-hazard assessment and the need to perform 
physically-based modelling two options might be viable: integrated multi-
hazard modeling or using several single-hazard models. Important is then 
wether the uncertainties and errors interoduced by integrated multi-hazard 
models exceeds those that would be a result of ignoring multi-hazard 
interactions. For the reconstruction of processes and their interaction for 
Hurricane Maria on Dominica and the 2009 Scaletta event, this work provided 
strong evidence that uncertainties from single-hazard modelling would far 
outweigh the uncertainties introduced by multi-hazard modelling. Together 
with a consideration of data requirements and time-constraints, this should 
guid the potential usage of these innovative methods. Thus, considerations 
must be made for each specific application based on the dominance of multi-
hazard interactions in determining hazard intensity, and the added 
uncertainties coming from physically-based multi-hazard models. However, 
general guidelines do not exist to comparatively examine the potential value 
of implementing these tools. Within the coming years, these will need to be 
developed if integrated multi-hazard models are to mature into wider 
application in hazard and risk-assessment. 

9.3.2 Multi-hazard Vulnerability 

For further usage of physically-based multi-hazard models in hazard and risk 
assessment, damage to exposed elements must be estimated from the hazard 
intensity. For single-hazard applications, vulnerability curves are used that 
relate a chosen hazard intensity description (e.g. flow height, velocity, 
momentum) to fractional damage for a specific type of element-at-risk (e.g. a 
building of specific material and structure). Numerous examples of 
vulnerability curves exists for individual hazards such as those collected in the 
ERN-Vulnerability tool (Capra, 2020). Flood damage curves can focus on 
properties of flow such as height, duration, velocity or compound parameters 
such as the Reynolds number (Hsu et al., 2011). For debris flows and 
landslides, impact pressure is a common parameter besides the height, velocity 
and momentum of the flow (Fuchs et al., 2007). For seismic damage curves, 
peak ground acceleration or spectral acceleration can be used (Lourenco et al., 
2006; Lantada et al., 2009), although detailed spatial data on seismic 
accelerations is difficult to obtain due to topographical and amplification 
effects, and modelling of high resolution shake maps is a costly exercise (Khan 
et al., 2017). For the examples mentioned so far, usage of the same curves 
for damage prediction in multi-hazard events is not possible since the used 
parameters differ between hazards and curves are generally designed using a 
single-hazard approach. Recently, there has been some research towards 
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multi-hazard vulnerability using multi-parameter vulnerability curves (Gadaris 
et al., 2017; Tyagunov et al., 2018; Suksuwan & Spence, 2018). There has 
been, however, no real integration of vulnerability tools and the issue of 
calculating final damage of elements-at-risk in multi-hazard situations remains 
open. Finally, an additional issue here is the consequent impact of hazards, 
where one impacts elements and causes partial damage, followed by a second 
impact from another hazardous process. In these cases, the vulnerability of 
the elements often changes due to the previous impact (Reilly et al., 2017). 

9.3.3 Probabiliy: Rethinking Scenario Design 

To complete the usage of physically-based multi-hazard models in hazard and 
risk assessment, event probability must be addressed (Frattini et al., 2009; 
Ward et al., 2011). Both within this work, and in other studies, threshold effect 
have been noticed in interacting process chains (Mergili et al., 2018). These 
lead to major jumps in hazard intensity when certain conditions are met. 
Additionally, as was found in this thesis, the relationship between hazard 
intensity (debris flood height) and the probability assigned to a triggering event 
(hurricane precipitation) does not have to be one-to-one or monotonically 
increasing (see also the analysis for Dominica in chapter 8). These issues 
complicate the selection of design events. A set of rainfall events ሼ𝑅ሽ with 
associated return periods ሼ𝑇ோ

ሽ will induce some set of hazard intensities ሼ𝐼ሽ 
with return periods ሼ𝑇ூ

ሽ. The return periods for the rainfall events might not be 
equal to the return period of the induced hazard intensity (𝑇ோ

്  𝑇ூ
). More 

concretely, precipitation events with return period 5 and 10 years might not 
coincide with flood height with 5 and 10 year return period.  
The most direct solution to this issue is to ensure that a larger number of 
design events is used that describe numerous triggering processes and their 
return period. From the set of model outcomes, the return periods of hazard 
intensity can then be derived through general extreme value analysis of hazard 
return period for each pixel. Such an approach would result in spatially varying 
return periods for a single simulated event, as the triggering rainfall does no 
longer homogeneously describe the return period of floods throughout the 
area. This could be expressed as a spatially-dependent probability of 
exceedance. 
Another issues relates to the spatial nature of the probability of occurrence for 
a trigger of certain intensity. The intensity of 5-year return period precipitation 
for a specific point location is not equal to the 5-year return period precipitation 
for a larger area. These specific event will not occur for each location 
simultaneously. The larger the area under consideration, the less likely 
simultaneous occurrence becomes. Commonly, triggers act approximately 
homogenously over significant areas such as watersheds. However, at the 
national scale simultaneous occurrence can not be assumed (Hall et al., 2003).  
A currently used solution to the probability issue is to abandon the concept of 
design scenarios altogether. Instead, a historical record or generated series of 
events can be used to simulate all events during a chosen time period (e.g. a 
100 year record to obtain event up to a 100-year return period) (Boughton & 
Droop, 2003; Diederen & Liu, 2019). A generated timeseries of, for example, 
climatic variables can be used if the statistical properties of this series match 
the properties of the historical record. Since simulation of these long 
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continuous records required increased computation time, it is typically limited 
to river networks, with simplified spatial distribution of processes (Blazkova & 
Beven, 2009; Winter et al., 2019). Finally, for each spatial location included in 
the simulations, a probability distribution can be obtained based on the 
intensity values (Falter et al., 2015). This leads to location-specific return 
period values that capture accurately the probability of a specific hazard 
intensity on that location. The actual difference this approach would make 
compared to traditional design storms in application with physically-based 
multi-hazard modelling has yet to be investigated. Additonally, no framework 
exists currently that makes this technique applicable in a multi-hazard context. 
Other solutions include the design of design storms that better capture the 
range of possible behavior. This can be done either by development of a set of 
more detailed scenarios for which the resulting range of hazard dynamics is 
verified to match observed variety (Jiang et al., 2019). This approach can 
however not be used without a large historical dataset to verify that the 
designed scenarios capture all relevant potential outcomes. 

9.4 Opportunities for Improvement 

9.4.1 Finishing the Hydro-meteorological Hazard Group 

Within a schematic depiction of natural hazards and their interactions, the 
hydrometeorological group provides a natural candidate for integrated 
modelling approaches. Currently, several processes within this group are 
implemented in the OpenLISEM multi-hazard modelling tool developed in this 
thesis. Several other hazard interactions have a potential to be included in the 
tool, given the currently known modelling approaches. Numerous other 
common multi-hazard interactions that are not yet implemented in a usable 
manner, such as the influence of windthrow of trees, transport of large logs 
and seismic influences. This section discusses some of these and states some 
potential approaches that might be taken to implement them. It is important 
to read these potential research directions in the light of a goal-based research 
directive. The implementation of additional processes without clear benefits 
can complicate the model setup and hinder its applicability. A modular 
approach might assist here, allowing users to turn of non-essential parts of the 
model. However, simulation tools with a more specific niche are typically better 
able to optimize and use more elegant solutions to the specific problem they 
adress. Despite this, increased understanding of multi-hazard interactions 
provides a general motive to implement additional processes. 
Seismically triggered slope instability is a diverse field of research. Numerous 
methods for slope failure prediction incorporate seismic activity by estimating 
the additional forces from a peak ground acceleration value (Reid et al., 2015; 
Tiwari et al., 2015a,b; Locat et al., 2016). The underlying assumption about 
directionality of the acceleration (in direction of steepest descent, or maximal 
decrease in stability) have proven useful in a wide variety of applications. The 
accuracy and detail in prediction of ground motion due to seismic wave 
propagation is increasing due to advances in 3D seismic wave modelling, 
including topographical effects and soil-rock interactions (Shafique et al., 
2008; Khan et al., 2020). Currently, such techniques have not been thoroughly 
implemented in a multi-hazard simulation tool that takes into account runout 
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and other cascading interactions. For full integration long-term effects for slope 
stability in seismically active areas must be included (Zhao et al., 2016). 
Seismic activity often leaves areas more susceptible to slope instability and 
mass movements in years to come (Fan et al., 2018). This legacy-effect arises 
in many forms, of which only few are currently implemented in multi-hazard 
models. OpenLISEM Hazard captures the increase in loose material in a 
catchment from landslide deposits, and the increase in debris flows induced by 
this. Landslide dam formation after co-seismic landslide runout can be 
simulated in full spatial detail, but uncertainties in flow structure and 
entrainment prevent robust application. Additionally, slope failures are 
generally more likely to occur after earthquakes. To simulate this effect, 
alterations in the physical properties of slope materials need to be explicitly 
modelled. Existing approaches estimate these effect through modelling of crack 
formation and energy release (Zhao et al., 2016). 
Extreme wind gusts can have both a direct impact on elements-at-risk, but 
also influence events through a variety of interactions (Ulanova, 2000; Kappes 
et al., 2012). A primary example of this is windthrow of trees (Quine & 
Gardiner, 2007). The resulting wood material can be entrained by incoming 
flows and act as additional debris. Windthrow as a process might be 
approached through linking wind gust speeds to the design events being 
considered. Then, a statistically-based distribution of discrete trees can be 
simulated. Based on measured properties such as canopy density, height, 
densities of trees, root and soil properties, critical wind speeds can be 
estimated that provide a threshold above which tree failure occurs (Quine & 
Gardiner, 2007; Byrne & Mitchell, 2013). Beyond added flow volumes, these 
large logs can block culverts and prevent drainage through designed 
infrastructure. Approaches for these kind of multi-phase debris flows can be 
found in three-phase debris flow models (Pudasaini & Mergili, 2019). A 
downside to these approaches is a lack of discrete elements that can interact 
with physical obstacles. Here, fluid-rigid body interactions might need to be 
implemented. 
Related to wind hazard is the coastal process of storm surges (Buna et al., 
2010; Xie et al., 2016). Either due to wind or pressure gradients around 
meteorological low pressure systems, water displacements results in a surge 
in coastal water levels. In particular for hurricanes, this can coincide with fluvial 
flooding and other hazardous processes and lead to a variety of interactions 
such as the backwater effect, that increase total hazard beyond the sum of 
individual hazards. Modelling approaches for fluvial-coastal flood interactions 
exist using either shallow-wave approximations or Bussinesq-type coastal 
models (McGuian et al., 2015; Yin et al., 2016). 

9.4.2 Temporal Integration using Continuous Modelling 

Finally, several long-term processes might be integrated into multi-hazard 
modelling tools. Examples here are processes induced by droughts, or wet 
periods. For droughts, examples are vulnerability to wildfires and vegetation 
decline, which can also be due to insect infestations or plagues (Taufik et al., 
2017; Miller et al., 2017). For wet periods, slow moving landslides can be 
influenced by means of fluctuations in pore pressure (Schultz et al., 2009), and 
susceptibility to slope failures in general can be strongly increase (van Beek., 
2002).  
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The integration of multi-hazard simulations in continuous modelling can be 
highly relevant for early-warning systems. These provide real-time hazard 
predictions for an area of interest. The current hazard depends highly on the 
particular state of the landscape, including boundary conditions such as tide, 
ground water content and river base discharge. As a consequence, continuous 
modelling is required to obtain current estimated of these parameters.  
To implement these interactions, slow processes such as groundwater flow, 
evapotranspiration and river discharge must be included as these directly 
determine the groundwater and soil moisture values. Currently, modelling 
approaches exist that link continuous ground water modelling to hydrology, 
but further integration with runoff generation, debris flows and other processes 
is still limited (Rengers et al., 2016; McGuire et al., 2018). A major obstacle in 
continuous modelling is the computational time required by expanding models 
such as OpenLISEM Hazard from events to longer periods. Current long-term 
modelling approaches commonly utilize simplifying approximations to solve 
timestep-critical processes such as flow or infiltration. For example, daily water 
balance models can include flow as a flow accumulation processes can run 
efficiently over decades. Potential solutions here are efficient altered time-
stepping for each processes or period of the simulation. 

9.5 Concluding Remarks 
Both within this thesis and other efforts, integrated physically-based multi-
hazard modelling has become an innovative field of research. Within the past 
years, major steps have been made in the available methodologies to capture 
a growing set of multi-hazard interactions within physically-based models. 
Application to event reconstruction and scenario exploration has shown clear 
benefits but also highlighted complication arising in parameterization and 
uncertainty of model outcomes. Additionally, in this thesis, it was found that 
the relationship between trigger intensity and hazard intensity only holds as a 
general rule, but can deviate considerably, depending on the hazard types and 
complicated interactions. Although these challenges are severe, they provide 
exciting new directions of research. In the coming years, integrated physically-
based multi-hazard models will need to be reinforced within a proper 
framework that link its outcomes to multi-hazard and risk assessment. If done 
well, it has the potential to provide a significant jump in the predictive 
capabilities and accuracy of multi-hazard risk assessment that can aid decision 
making related to disaster risk reduction. 
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Appendix A The background of OpenLISEM 
The first publication of the LISEM model was done by De Roo et al. (1994), and 
the further development was described by De Roo, Offermans & Ritsema 
(1996) and De Roo, Wesseling & Ritsema (1996). These early versions made 
use of the PCRaster Local Drainage Direction functionality to simulate a 
kinematic wave for overland flow. Later development was continued by Jetten 
& De Roo (2001). Since then, the LISEM model has been extensively tested, 
used, extended and adapted. Besides published work, many reports on flooding 
risk and erosion have been made using the model.  
De Roo & Jetten (1999) performed a calibration and validation for a catchment 
in the Netherlands and a catchment in South Africa. They found that detailed 
data was needed to correctly predict spatial patterns in erosion and runoff. 
Hessel et al. (2011) performed small adaptations to the LISEM model, which 
allowed for better calibration to the steep slopes of a catchment in the Loess 
plateau in China. 
Starkloff & Stolte (2014) compared the performance of Erosion 3D and LISEM 
for a small catchment in Norway. While they note that LISEM requires more 
input data, both models performed well compared to observations. They 
furthermore state that the LISEM model performed better when considering 
both channel flow and erosion, and was less sensitive to raster resolution or 
digital elevation model roughness. As the authors conclude: “EROSION 3D is 
therefore a good planning tool, while LISEM is probably the better choice for 
investigation of hydrological processes in a catchment”. 
De Barros et al. (2014) used LISEM in a rural catchment in Southern Brazil and 
state the following about the performance of the model: “The LISEM model 
performed well in representing hydrological processes and a satisfactory 
performance in describing the sedimentological processes. The use of this 
model enabled the identification of the physical soil and surface parameters 
that control the magnitude and characteristics of the hydrograph and 
sedimentographs that reflect the degree of soil degradation experienced by the 
catchment due to human activity”. 
Bout and Jetten (2018) implemented three commonly used flow 
approximations for simulation flash flooding on a catchment scale and 
performed a comparative analysis. Later development transitioned into 
OpenLISEM Hazard, as is described in this thesis. 

B.1 Terrain and Data Description 
The Limburg Soil Erosion Model (LISEM) is a physically based numerical model 
with the purpose of event based runoff, flooding and erosion modelling on a 
catchment scale. LISEM uses a square grid to solve both cell specific processes, 
and the differential equations governing flow. This indirectly means input data 
must be provided in identical regular raster. 
Emphasis is put on detail: characteristic about the model is the capacity to 
handle sub-gridcell surface properties (Figure A-1). A gridcell can contain a 
bare soil, crusted/compacted soil, vegetated surface, a road, a house and a 
channel. These surface characteristics are supplied in separate layers as 
fractions of the total cell area. The base layer is formed by the soil surface with 
its hydrological characteristics and the user supplies additional maps that 
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trigger additional hydrological processes in the model. The presence of a 
vegetation will, for example, result in interception on a part of the gridcell. The 
presence of a house will result in roof storage and a partly impermeable 
surface, and a road will have sedimentation but no infiltration or erosion.  
 

 
Figure A-1 Input data which is modelled on a sub-gridcell scale. 

B.2 Interception 
At the start of any rain-driven event, the majority of the available precipitation 
is intercepted by surfaces other than the soil (Linsley et al., 1982). Interception 
of rainfall can be calculated for vegetation, buildings and raindrums. 
Evaporation, which can take place from these surfaces, is not modelled within 
LISEM because of two reasons. First, the event-based nature of the model 
allows for the assumption that slow processes, such as evaporation, can be 
neglected. Evapotranspiration is furthermore minimal during the rainfall events 
that are typically modelled in LISEM, since cloud cover is generally high during 
these events. Interception is thus modelled as a fixed storage that takes from 
the precipitation before that reaches the soil layer. Rainfall that is not 
intercepted reaches the soil with the same intensity as the rainfall. While this 
is not the case in reality, trough fall intensities are only known for few tree 
types. Actual canopy interception is given by Equation A. 1 (Aston, 1979). 

A. 1 Ic ൌ Smax  ൬1 െ e
െk

Pcum
Smax ൰  

With  
𝐼 the total intercepted storage at a given time (𝑚𝑚), 𝑆௫ the maximum canopy 
storage (𝑚𝑚), 𝑃௨ the total precipitation (𝑚𝑚). 
And 
A. 2 k ൌ 1 െ eିሺୡ୭ ୍ሻ  
𝑘 a parameter related to canopy openness (െ), 𝑐𝑜 the canopy openness (െ), 
𝐿𝐴𝐼 the leaf area index (െ). 
For the maximum storage, equations for several tree types, depending on leaf 
area index, were found by Von Hoyningen-Huene (1981). The equations that 
are implemented within LISEM are provided in equation A.3. 
A.3 
 S୫ୟ୶ ൌ 0.935  0.498 LAI െ 0.00575 LAIଶ(Crops) 

S୫ୟ୶ ൌ 0.2331 LA(Pinus) 
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S୫ୟ୶ ൌ 0.3165 LAI(Douglas) 
S୫ୟ୶ ൌ 1.46 LAI.ହ (Olive) 
S୫ୟ୶ ൌ 0.0918 LAIଵ.ସ(Eucalypt) 
S୫ୟ୶ ൌ 0.2856 LAI(Broadleaved Forest) 
S୫ୟ୶ ൌ 0.1713 LAI(Bracken) 
S୫ୟ୶ ൌ 0.59 LAI.଼଼(Clumped Grass) 

 
Interception by roofs and raindrums is also modelled. The fraction of the 
rainfall that hits an area covered by these types of surfaces is stored and does 
not reach the soil surface. When the maximum raindrum or roof storage is 
reached, any extra rainfall hits the soil surface. 

B.3 Micro-Roughness Surface Storage 
Rainfall is first stored in micro depressions in the soil surface. When the water 
level in these depressions increases, runoff starts. At a micro-scale, runoff is a 
spatial process of ponds that fill up and overflow into each other. These ponds 
release little runoff until they fully overflow. Because of this runoff flow does 
not start immediately after the first rainfall hits the soil within LISEM. To 
estimate the fraction of water that is stored in these depressions, and the 
fraction that is used for runoff, the surface roughness is used to estimate the 
Micro Depression Storage (MDS) (Equation A. 4). The equation for the MDS was 
determined by Kamphorst et al. (2000) from 221 digital elevation models of 
various types of micro relief, in a wide variety of agricultural circumstances 
and soil types. The analysis is based on Digital Elevation Models (DEMs) of with 
a spatial resolution of roughly 1 𝑚ଶ. 
 
A. 4 MDS ൌ 0.243 RR  0.010 RRଶ   0.012RR S  
With 
𝑀𝐷𝑆 the micro depressional storage (𝑚), S the slope ሺ𝑚 𝑚ିଵ) 
𝑅𝑅 the standard deviation of the surface heights (𝑚𝑚). 
The flow width for runoff is furthermore changed depending on the estimated 
ponded area. The ponded fraction of a cell is given by equation A. 5 (Jetten and 
De Roo, 2001). 
A. 5 fpa ൌ 1 െ eെa ሺ hሻ  
With 
𝑓 the fraction of the cell area that is covered by ponds (െ), ℎ the average 
water depth (𝑚𝑚) 
And 
A. 6 a ൌ 1.406 RRെ0.924  
It is assumed that after the water volume in a cell reaches 10 percent of the 
micro depressions storage, the volume of water that is used for runoff is given 
by equation A. 6. 

A. 7  h୰୳୬୭ ൌ max ቆ0.0, ሺ h െ SDSሻ ∗  ൬1 െ eି୦ 
୦ିୗୈୗ

ୈୗିୗୈୗ൰ቇ  

With h୰୳୬୭ the height of the water that is used for runoff (𝑚𝑚), SDS the water 
height at which runoff starts (ൌ 0.1 𝑀𝐷𝑆 ) (𝑚𝑚). 
When the MDS is completely filled, all remaining water is used for runoff.  
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B.4 Infiltration 
Infiltration is the process where water is transported downwards from the 
surface to the subsurface. Depending on the hydraulic conductivity and soil 
water content, surface water will seep into the soil. Several infiltration models 
are included in the LISEM model: 
 The Green & Ampt infiltration model 
 Smith & Parlange model 
 SWATRE multilayered soil water model 
These infiltration models use the empirical Darcy equation which describes a 
simple vertical soil water balance (Equation A. 8). 

A. 8
∂θ

∂t
ൌ  െKs

∂h

∂z
  

With 𝜃 the soil moisture content (𝑚ଷ 𝑚ିଷ), ℎ the hydraulic head (𝑚), 𝑧 the 
vertical elevation (𝑚) and 𝐾௦ the saturated conductivity (𝑚 𝑠ିଵ). 

B.5 Green and Ampt 
The Green & Ampt (1911) infiltration method assumes that a wetting front 
moves downwards into the soil layers parallel to the soil surface. Above this 
front, the soil is saturated, while beneath this front, the soil is completely dry. 
Green & Ampt stated that, when the water height above the soil surface is 
assumed to be zero, a simplification of the Darcy equation for vertical water 
flow can be used (Equation A. 9). 

A. 9 f ൌ  െKୱ  ൬
h െ h

Z
൰ ൌ  Kୱ  ൬

ψ 
Z

 1൰  

With 𝑓 the infiltration rate (𝑚 𝑠ିଵ), ℎ the hydraulic head at the wetting front 
(𝑚), ℎ the hydraulic head at the soil surface ሺൌ 0ሻ (𝑚), 𝑍 the depth of the wetting 

front  (𝑚) and 𝜓  the  matric  pressure  at  the  wetting  front  (ℎ ൌ 𝜓  𝑍)  (𝑚). 
And 

A. 10 Zf ൌ
F

θs െ θi
 

With  𝐹  the  cumulative  infiltrated  water  (𝑚), 𝜃௦  the  porosity  (𝑚ଷ 𝑚ିଷ), 𝜃  the  initial  soil 

moisture content (𝑚ଷ 𝑚ିଷ). 
The value of 𝜓 depends on the soil type. Using the Green & Ampt equations 
(Equations), and combining these, the final equation for infiltration rate can be 
acquired (Equation A. 11). 

A. 11 f ൌ f୮୭୲ ൌ  െKୱ ൬ψ 
θୱ െ θ୧

F
 1൰  

With 𝑓௧ the potential infiltration rate (𝑚 𝑠ିଵ). 
This method can be applied for both a 1 layer or 2 layer system. Beneath these 
layers, an open or closed boundary can be chosen.  

B.6 Saturated Zone Groundwater flow 
The first connection between the soil water layers is a vertical flow from the 
wetting front to the unsaturated zone, and from the unsaturated to the 
saturated zone. For all of these layer interactions, the vertical flow rate is 
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calculated by estimating the vertical gradient in the hydraulic height and the 
saturated conductivity (Equation A. 12). 
A. 12 Q ൌ θୣ ∗ kሺθୣሻ ∗ Δt  
Simulation of dynamic transport of a substance, the continuity equation is that 
bases (Equation A. 12). 

A. 13
dh

dt


dQ୶

dx
  

dQ୷

dy
ൌ 0  

This equation describes the local time-change in ground water height h (m) 
based on the gradient in the lateral unit discharges Q (మ

௦
).  

The lateral discharges are taken from darcy’s law for flow of a liquid through a 
permeable matrix. He noted the linear relationship between flow velocity of 
such a liquid, and the gradient in hydraulic height (equations A. 14 and A. 15) 

A. 14 V୵,୶ ൌ K୶
dh
dx

 

A. 15 V୵,୷ ൌ K୷
dh
dy

 

Generally, the hydraulic conductivity values depend on the material and are 
not dependend on the direcitno of the flow. Within OpenLISEM, for each flux 
the average between the hydraulic conductivity of the source and destination 
cell is taken. Due to the slow nature of the ground water processes, momentum 
is ignored, and velocity is at any moment instantaneously determined by local 
pressure gradients. Finally, the ground water flow equation becomes equation 
A. 16. 

A. 16 dh

dt


dK୶
dh
dx

dx
  

dK୷
dh
dy

dy
ൌ 0  

Due to heating from solar radiation, and un-saturated air, water changes from 
liquid to gaseous phase, and is further moved by the atmosphere. Water in 
both the soil and plants are subject to this phase change. Generally, 
OpenLISEM is used for event-based simulations. In such cases, evaporation is 
minimal and can generally be neglected. However, when users simulate 
periods in-between events, evaporation and transpiration must be included for 
a complete water balance.  
Evaporation can be limited by two factors, either the solar energy coming in 
through the atmosphere is not enough to evaporate the available water, or 
there is not enough available water for the solar radiation to evaporate. 
Modelling the effects of evaporation and transpiration can be done using 
measurements of Reference or Pan-Evaporation. This is an indication of the 
maximum water evaporation that occurs during a specific moment, thus, when 
water is not the limiting factor. To estimate this, a container with an un-
covered water surface is placed in a surrounding of well-watered grass. There, 
the removal of water is measured from the container. The effects of vegetation 
are much more complicated and difficult to estimate. 
To approaches can be taken to estimate evapotranspiration. First, the Penman, 
or a derivative version of this equation such as the Penman-Moneith equation, 
can be used. These equations estimate evapotranspiration based on an energy 
budget. The penman equation provided in equation A. 17. 
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A. 17 Emass ൌ
mRn  γ 6.43ሺ1  0.536 Vwindሻδe

λvሺm  γሻ
 

Where 𝐸௦௦ is the evaporation rate per day (mm/h), m is the slope of the 
saturation vapor pressure curve (kPa/K), 𝑅 is the net irradiance (MJ m-2 day-
1), 𝛾 is the psychrometric constant (ൌ 0.0016286

ೖುೌ

ఒೡ
), 𝑉௪ௗ is the wind velocity 

(m/s), 𝛿𝑒 is the vapor pressure defecit (kPa) and 𝜆௩ is the latent heat of 
vaporization (MJ kg-1). 
With  

A. 18 m ൌ
des

dTa
ൌ

5336

Ta
2 e

21.07െ
5336

Ta  

Were 𝑇 is the air temperature (K), 𝑒௦ is the vapor pressure of air, as found 

inside plant stoma ( ൌ 𝑒
ሺଶଵ.ି

ఱమమల
ೌ

ሻ, by Merva, 1975) 
However, due to the large number of required parameters, this method is 
difficult to implement in regional modelling. Instead, equations such as these 
are used to estimate reference evaporation at a weather station. A more 
practical method uses a given reference evapotranspiration and estimates 
actual evapotranspiration based on the crop factor and soil saturation 
(Equation A. 19). 

A. 19 ETac ൌ ETo ∗ Kc ∗ 
θi

θs,i
sz

 

Were 𝐸𝑇 is the actual evapotranspiration (mm/hour), 𝐸𝑇 is the reference 
evapotranspiration (mm/hour), 𝐾 is the crop factor (-), 𝑖 is the layer number 
of the soil description, 𝑧 is the number of the layer of interest, 𝜃 the water 
content of layer i (-), 𝜃௦, is the saturated water content of layer i. 
The implementation is based on the work of van Beek (2002). The idea here is 
that with any deeper layer, the amount of evapotranspiration is limited by all 
saturation levels of upper layers. Thus, the deeper, the less the amount of 
evaporation effectively takes place. Furthermore, it limits evapotranspiration 
so that any higher layer will be depleted first, which is replicant of the natural 
process. Finally, the crop factor can change based on crop type, growth stage 
and agricultural practice. A large amount of crop factor estimates are available 
from the SWAT model database.  

B.7 Erosion 
For total sediment load in overland flow and simple channel flow within LISEM, 
the transport capacity equation by Govers (1990) is used (Equation 44). This 
equation was empirically derived from measurements, and is dependent on 
stream power. Hessel & Jetten (2007) applied 8 different transport capacity 
equations to a small catchment in the Chinese Loess plateau. This extensive 
test showed that the transport capacity of Govers (1990) performed best due 
to its small sensitivity to slope and grain size (equation A. 20). 
A. 20 T ൌ ρୱ c ሺω െ  ωୡ୰ሻୢ  
With 𝜔 the stream power (𝑚 𝑠ିଵ), 𝜔 the critical stream power (𝑚 𝑠ିଵ) and 𝜌௦ 
is the density of the sediment material (𝑘𝑔 𝑚ିଷ) 
And 
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A. 21 c ൌ
ሺDହ   5ሻ

0.32

ି.
 

A. 22 d ൌ
ሺDହ   5ሻ

300

.ଶହ
 

With 𝐷ହ the median grain diameter (𝑚). 
Detachment and deposition are based on the settlingvelocity for the median 
grain diameter. The deposition rate is proportional to this settling velocity 
(Equation A. 23).  
A. 23 dep ൌ  wୱ B C  
With B the flow width (𝑚) and dep the deposition rate (𝑘𝑔 𝑚ିଶ𝑠ିଵ). 
The transport capacity represents the concentration for which the sediment 
deposition and detachment are equal, and the concentration is thus stable. We 
can use this to adapt the equation for deposition (Equation A. 24). 
A. 24 dep ൌ  wୱ B min൫0.0, ሺT െ Cሻ൯  
It can be assumed that detachment follows the same form (Rauws & and 
Govers, 1988), with the addition of an erosion efficiency factor when 
detachment takes place (Equation A. 25). 
A. 25 det ൌ  γ ws B max൫0.0, ሺT െ Cሻ൯  
With det the detachment rate (𝑘𝑔 𝑚ିଶ𝑠ିଵ) and 𝛾 the erosion efficiency coefficient 
(െ). 
The erosion efficiency coefficient is based on soil cohesion and root strength, 
which provides extra soil cohesion, and is calculated based on equations by 
Rauws & Govers (1988) (Equation A. 26). 

A. 26 γ ൌ min ቆ1.0,
1

0.89  0.56൫co  co୴ୣ൯
ቇ  

With 𝑐𝑜 the soil cohesion (𝑘𝑃𝑎) and 𝑐𝑜௩ the extra soil cohesion due to 
vegetation (𝑘𝑃𝑎). 
The equations by Govers where originally meant to describe rill erosion. As 
such, all erosion within lisem either is part of splash detachment or flow 
detachment in the form of rills. For the simulation of intense rainfall events, 
which is usually the case, sheet erosion has an insignificant magnitude when 
compared to rill erosion (Herweg, 1996). 

B.8 Settling Velocity 
In a flear fluid at rest, the fall velocity of a single sediment particl with a size 
up to 100 𝜇𝑚, can be calculated by a balance of drag forces and the 
gravitational force. The force of viscosity and the gravitational force for a 
spherical particle with uniform density are given in equation A. 27 and A. 28. 

A. 27 Fୢ ൌ 6π ν wୱ  
D
2

  
With Fୢ the stokes drag force (𝑘𝑔 𝑚 𝑠ିଶ), 𝐷 the particle diameter (𝑚) and 𝑤 
the velocity (𝑚 𝑠ିଵ). 

A. 28 F ൌ
ሺρୱ െ  ρ୵ሻg4

3
π ൬

D
2

൰
ଶ
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With F the gravitational force (𝑘𝑔 𝑚 𝑠ିଶ), 𝜌௦ the density of sediment (𝑘𝑔 𝑚ିଷ) 
and 𝜌௪ the density of water (𝑘𝑔 𝑚ିଷ). 
The terminal velocity is than equal to equation A. 29. 

A. 29 wୱ ൌ
2

18

ሺρୱ െ  ρ୵ሻ

ν
g ൬

D
2

൰
ଶ

  

With 
𝑤௦ the settling velocity (terminal velocity of the particle) (𝑚 𝑠ିଵ) 
When particles reach larger grain diameters, the assumptions that are needed 
for the stokes range terminal velocity do no longer hold since the drag force 
behaves differently at those scales. For these particles, an equation by Zanke 
(1977) can be used (Equation A. 30). 

A. 30 wୱ ൌ 10 
νଶ

D

⎝

⎜
⎛ඩ

1 
0.01 ൬

ሺρୱ െ  ρ୵ሻ
ρ୵

gDଷ൰

ν
െ 1

⎠

⎟
⎞  

B.9 Sediment Transport 
Transport of sediment takes place when water with a sediment concentration 
is transported. To model sediment flow in the 1 dimensional kinematic wave, 
a simple flow advection scheme is used (Equation A. 31). 

A. 31
dS

dt


dሺQ Cሻ

dx
ൌ dep െ det  

With S the sediment load (kg), C the sediment concentration (kg mିଷ), dep the 
deposition (kg sିଵ, det the detachment (kg sିଵ). 
 
In order to implement sediment transport in the 2 dimensional kinematic wave 
and the saint-venaint equations for flooding, the sediment transport was 
similarly rewritten to 2 dimensions (Equation A. 32). 

A. 32
dS
dt


dሺQ୶ Cሻ

dx
  

d൫Q୷ C൯

dy
ൌ dep െ det  
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C.1 Stress Remapping 
If, either due to degradation of strength parameters, or building numerical 
errors, the state of the stress tensor lies beyond the yield surface, a correction 
must be applied. We implement the correction scheme used by Bui et al. 
(2008). This scheme considers two primary ways in which the stress can have 
an undesired state: Tension cracking, and imperfectly plastic stress.  

C.2 Tension Cracking 
In the case of tension cracking, the stress state has moved beyond the apex 
of the yield surface, as described by Chen & Mizuno (1990). The employed 
solution in this case is to re-map the stress tensor along the 𝐼ଵ axis to be at 
this apex. The apex is provided by the yield function (Equation 0.1) 
0. 1 െαϕI1  kc ൏ 0  
To solve for this condition, the non-deviatoric stress state is increased (since 
𝐼ଵ െ



ఈഝ
 is negative) to lie perpendicular to the apex point on the 𝐼ଵ axis (Equation 

0.2). 

0. 2 σγγ෪ ൌ rsγγ െ
1
3 ቆI1 െ

kc
αϕ

ቇ  

C.3 Imperfect Plastic Stress 
Imperfect plastic stress described the state where the stress tensor lies above 
the apex, but beyond the yield criterion, thus have more stress than supported 
by the failure criteria that is set. This criteria is simply the yield surface itself 
(Equation 0.3). 

0. 3 െαϕI1  kc ൏ ටJ2  
For this state, re-mapping is done by scaling of the 𝐽ଶ value (Equations 0.4, 0.5 
and 0.6). 

0. 4 r ൌ  
െαϕI1  kc

ටJ2
 

0. 5 σγγ෪ ൌ rsγγ 
1
3 I1  

0. 6 σxy෪ ൌ rsxy, σxy෪ ൌ rsxz, σxy෪ ൌ rsyz  
 

C.4 Software Implementation 
The model presented in this article is part of the continued development of the 
OpenLISEM modelling tools. The most recent set of equations of implemented 
in the open-source alpha version of OpenLISEM Hazard 2. Here, we describe 
the details of the implementation of the model into software. 
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C.5 Hybrid MPM 
We utilize the MPM framework to be able to discretize part of the equations on 
a Eulerian regural grid, and part of the equations on the Lagrangian particles. 
Our distinct take on this method is the representation of the fluid phase 
completely as a finite element solution, while solids are simulated as discrete 
particle volumes. This allows the model to use the major benefits that are 
present when depth-averaged fluid flow is simulated in a grid. Both numerical 
efficiency, and high-accuracy coupling with hydrology are lacking in particle 
methods. For the solid phase, non-dissapative advection, fracturing and 
stiffness is a major benefit of the MPM approach. Since our model assumed 
confined fluids share their velocity with the solids, we advect the confined fluids 
as part of the particles. Total fluid volume is then calculated from the free fluids 
in the finite element data, and the gridded particle data. A flowchart of the 
software setup is provided in Figure 0-1.  
 

 
Figure 0-1 The sub-steps taken by the software to complete a single step of numerical 
integration. 

C.6 Finite Element Solution 
We use a regular cartesian grid to describe the modelling domain. Terrain and 
cell-boundary based variables are re-produces using the MUSCL piecewise 
linear reconstruction (Delestre et al., 2014). For each cell-boundary, a left and 
right estimation of acceleration terms, velocity updates and new discharges is 
made. The left estimates use left-reconstructed variables while the other uses 
right-reconstructed variables. The final average flux through the boundary 
determines actual mass and momentum transfer. Local acceleration is 
averaged from the right estimate of the left boundary and left estimate of the 
right boundary. An additional benefit of the used scheme is the automatic 
estimation of continuous and discontinuous terrain. The piecewise linear 
reconstructions do not guarantee smooth terrain, for sharp locally variable 
terrain, pressure terms from vertical walls arise that block momentum. These 
terms allow for better estimation of momentum loss by barriers, but can be 
turned off if required for the simulated scenario.  
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Figure 0-2 Piecewise linear reconstruction is used by the MUSCL scheme to estimate 
values of flow heights, velocities and terrain at cell-boundaries. 

C.7 GPU Acceleration Using OpenCL/OpenGL 
In order to create a more efficient setup, both the finite element and particle 
interactions are performed on the GPU. We utilize the OpenCL API to compile 
kernels written in c-style language. These kernels are compiled at the start of 
the simulation, and thereby allow for easy customization by users. While the 
usage of OpenCL 1.1 forces the usage of single precision floating point 
numbers, it allows for a wider range of GPU types to be supported. Finite 
element solutions on the GPU are straightforward, as maps are a basic data 
storage type for graphical processing units. Particles are stored as single-
precision floating point arrays. Within the framework of MPM, iteration of 
particles within a kernel is required for each timestep and particle. This 
effectively means 𝑂ሺ𝑛ଶሻ operations are required. Significant efficiency 
improvements are obtained by pre-calculation sorting. Particles are sorted 
based on their location within the finite element grid. Based on the id of the 
gridcell, a bitonic mergesort is performed. This sorting algorithm works 
seamlessly on parallel architecture and operates as 𝑂൫𝑛𝑙𝑜𝑔ଶሺ𝑛ሻ൯ (Batcher, 
1968). The then, a raster is allocated to store the first indexed occurrence 
within the sorted list of particles of that gridcell. Since the kernel used for the 
presented work extends at most to a full width of two gridcells, we must iterate 
over all particles present in 9 neighboring grid cells.  
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Figure 0-3 By limiting the kernel with and sorting particles before calculation, only the 
distance of particles in neighboring cells need to be checked, significantly reducing 
computational load, particularly for larger datasets. 
 
A final benefit to the usage of OpenCL is direct access to simulation variables 
for visualization in OpenGL using the OpenGL/OpenCL interoperability 
functionality. The built-in viewing window of OpenLISEM Hazard 2.0 alpha 
directly uses the data to draw both particles, shapefiles and grid data using 
customizable shaders written in the openGL shader language. 
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Appendix D List of Symbols 
𝐹௧ሬሬሬሬሬሬሬ⃗  is the vector of laterally acting forces 
|uሬ⃗ | is the critical velocity for deposition 
|𝑺| is the norm of the shear force 
ℬ is the pressure propagation factor for structured solids 
B the flow width 
Bୡ is the flow width of the channel 
C the sediment concentration 
c୰ is a coefficient 
c୰ is a coefficient for flood-channel water exchange, typically taken as 2 
D is the deposition rate 
Dହ is the median grain diameter 
d is the median grain diameter 
D the force demand 
dep the deposition mass rate 
det the detachment mass rate 
E Is the rate of change of the topographic surface (erosion rate) 
ℱ is the drag contribution from solid-like drag 
Fୢ the stokes drag force 
f୰ is the fraction of runoff entering the flood equations  
ℎ is the flow height 
ℎ is the kernel width (not to be confused with the flow height) 
hୱ is the depth of the failure plane 
ℎ the flood depth 
ℎ is the overland flow depth 
I is the infiltration 
m is the fraction of the soil depth that is saturated from the basal boundary 
m is the slope of the saturation vapor pressure curve (kPa/K) 
R is the rainfall 
S is the bed slope term 
S the sediment load 
S is the bed friction term 
S is the surface friction term 
SDS the water height at which runoff starts (ൌ 0.1 𝑀𝐷𝑆 ) 
z is the lowest neighboring elevation 
α is the first viscosity parameter 
β the second viscosity parameter 
γ is the density of the slope material 
γ୵ is the density of water 
Π is an artificial viscosity term 
τ is the shear stress 
τୡ is the critical shear stress  
Χ is the shape factor for the vertical fluid velocity profile 
𝐴 is the amount of value for a specific element-at-risk. 
𝐴 is the area of the soil occupied by roots 
𝐶 the force capacity 
𝐶௦ is the coefficient of suspension 
𝐷 the particle diameter 
𝐷ହ the median grain diameter 
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𝐸 is the elastic Young’s Modulus 
𝐸௦௦ is the evaporation rate per day, 
𝐸𝑇 is the actual evapotranspiration (mm/hour) 
𝐸𝑇 is the reference evapotranspiration (mm/hour) 
𝐹 is the cumulative infiltrated water 
𝐹 the cumulative infiltrated water 

𝐹
𝑅

ఈఉ is an artificial stress term 
𝐹𝑂𝑆 is the Factor of Safety (-) 
𝐺 is the shear modulus 
𝐻 is the typical height of the flow 
𝐼ሺ𝑇ሻ is the intensity of the event with return period T 
𝐼ଵ is the first stress invariant 
𝐼 the total intercepted storage at a given time 
𝐼ఈ, 𝐼ఉ, .. are the hazard intensity parameters for multi-hazard vulnerability 
calculations. 
𝐽ଶ is the second stress invariant 
𝐾 is the Bulk elastic modulus 
𝐾 is the entrainment coefficient 
𝐾 is the active lateral earth pressure coefficient 
𝐾 is the crop factor 
𝐾 is the passive lateral earth pressure coefficient 
𝐾௦ is the saturated conductivity 

𝐿 is the typical length of the flow 
𝐿𝐴𝐼 the leaf area index 
𝑀൫𝑅𝑒൯ is an empirical function weakly dependent on the Reynolds number 
𝑀𝐷𝑆 the micro depressional storage 
𝑁 is the normal force on a plane element 
𝑁ሺ𝒙ሻ is the Grid-kernel function 
𝑁ோ is the Reynolds Number  
𝑁ோ is the interfacial Reynolds Number 
𝑃ሺ𝑥, 𝑇ሻ is the probability of the event with return period T at location x 
𝑃ೞ,ೠ

 is the basal pressure from  
𝑃

 is the basal pressure from the solids, structured solids and confined fluids 
𝑃ೠ

 is the basal pressure from the free fluids 
𝑃௨ the total precipitation 
𝑃 is the fluid pressure 
𝑅 is the net irradiance 
𝑅𝑅 the standard deviation of the surface heights 
𝑅𝑒 is the particle Reynolds Number 
𝑆 is the normalized slope vector 
𝑆௫e maximum canopy storage 
𝑆 is the smoothing function 
𝑇 is the return period of the event 
𝑇 is the air temperature 
𝑇 is the root tensile strength 
𝑈், is the settling velocity of the solids, structured solids and confined fluids 
𝑈்,௨ is the settling velocity of the unstructured solids 
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𝑉൫𝐼ሺ𝑇ሻ൯ is the vulnerability of a specific element-at-risk to the impact of an 
event with a certain return period and intensity  
𝑉௪ௗ is the wind velocity 
𝑊 is the kernel weight function 
𝑎 is the cross-sectional area of the root 
𝑐ᇱ is the apparent cohesion of the soil 
𝑐 is the cohesion of the bed material 
𝑐 is the initial cohesion 
𝑐 is the plastic coefficient 
𝑐௧ is the added apparent root cohesive strength 
𝑐𝑜 the canopy openness 
𝑑ହ is the median grain size 
𝑒ሶ is the deviatoric strain rate 

𝑒௦ is the vapor pressure of air, as found inside plant stoma ( ൌ 𝑒
ቀଶଵ.ି

ఱమమల
ೌ

ቁ, by 
Merva, 1975) 
𝑓 is the fluid phase 
𝑓ሺ𝐼ଵ, 𝐽ଶሻ is the yield surface, or yield criterion 
𝑓is the fraction of fluids that is confined 
𝑓 the fraction of the cell area that is covered by ponds 
𝑓௧ is the potential infiltration rate 
𝑓௦ is the fraction of solids that is structured (confining) 
𝑓𝑐 is the confined fluid phase 
𝑔 is the gravitational acceleration 
𝑔 is the plastic potential function 
𝑔ሺ𝐼ଵ, 𝐽ଶሻ is the plastic potential function 
𝑖 is the layer number of the soil description 
𝑖 is the root diameter class 
𝑘 a parameter related to canopy openness 
𝑘 is the second Ducker-Prager material constant 
𝑚 is an exponent for 𝒫 
𝑛 is Mannings surface roughness coefficient 
𝑛 number of roots within the diameter class 
𝑛௧ௗ is the turbulent dispersive coefficient 
𝑝 is the calibration factor for the critical velocity for deposition 
𝑞 is the normalized particle distance 
𝑟 is the distance 
𝑠 is the solid phase 
𝑠ሶ is the deviatoric shear stress rate tensor 
𝑠𝑐 is the structured solid phase 
𝑢 is the basal velocity 
𝑢௦௨ௗ is the speed of sound in the material 
𝑤௦ the settling velocity (terminal velocity of the particle) 
𝑧 is the elevation above the failure surface 
𝑧 is the number of the layer of interest 
𝑴ீ is the drag force 
𝑴௩ is the virtual mass force 
𝑻 is the stress tensor for eh solids, confining solids and confined fluids 
𝑻௨ is the stress tensor for the free fluid phase 
𝒇 is the body force 



258 

𝒖𝒄 is the velocity of the solids, confining solids and confined fluids  
𝒖𝒔 is the velocity of the solids 
𝒖𝒖 is the velocity of the unconfined phase (free fluids) 
𝒜 is the mobility of the fluid at the interface 
𝒞ீ is the drag coefficient 
𝒞ெீ is the virtual mass coefficient 
𝒢 is the drag contribution from fluid-like drag 
𝒦 is the absolute total mass flux 
𝒫 the partitioning parameter for the fluid and solid like contributions to drag 
𝛼 is the peak horizontal earthquake acceleration 
𝛼 is the volumetric solid concentration of the bed material 
𝛼ஈ and 𝛽ஈ are constants in the artificial viscous force 
𝛼 is the volumetric fraction of solids, structured solids and confined fluids 
𝛼 is the equilibrium volumetric solid concentration 
𝛼 is the volumetric fluid phase fraction 
𝛼௦ is the volumetric solid phase fraction  
𝛼௨ is the volumetric fraction of free fluids (unconfined phase). 
𝛼థ is the first Ducker-Prager material constant 
𝛽 is the slope angle 
𝛽 is the slope of the soil section (-) 
𝛾 the erosion efficiency coefficient 
𝛾 is the psychrometric constant (ൌ 0.0016286

ೖುೌ

ఒೡ
) 

𝛿 is the Kronecker delta 
𝛿𝑒 is the vapor pressure defecit 
𝜁 is a shape factor for the vertical gradient in solid concentration 
𝜂 is the fluids dynamic viscosity 
𝜃 is the angle of shear distortion in the shear zone 
𝜃௦, is the saturated water content of layer i 
𝜃 is the initial soil moisture content 
𝜃 the water content of layer i 
𝜃௦ is the porosity 
𝜆 is the plastic multiplier rate 
𝜆௩ is the latent heat of vaporization 
𝜈 is Poisson’s ratio 
𝜌 is the total effective density of the flow 
𝜌 is the density of fluids 
𝜌௦ is the density of solids 
𝜌௦ is the volume-averaged density of the solids and confined fluids 
𝜏௬ is the yield stress 
𝜓 is the dilatancy angle 
𝜓 is the matric pressure at the wetting front (ℎ ൌ 𝜓  𝑍) 
𝜔 the stream power 
𝜔ሶ  is the spin rate tensor 
𝜔 the critical stream power 
𝜖ሶ௦௧ is the plastic strain rate 
𝜖ሶ௧௧ is the total strain rate 
𝜖 is a constant parameter for the artificial stress term 
𝜖௩ is the volumetric strain 
𝜖௩ is the initial volumetric strain 
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𝜙 is the internal friction angle of the soil 
𝝈 is the stress tensor 
𝝉 is the fluid Gauchy stress tensor 
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Summary 

Hazardous events occur in many varieties throughout the world. 
Hydrometeorological hazards such as floods, landslides and debris flows are 
frequently induced by a common trigger such as extreme precipitation, for 
example during tropical storms. When these processes occur simultaneously, 
interactions can arise that alter the dynamics of the event. An example of such 
interactions is landslide dam formation in rivers, where deposition of mass 
movement material forms a natural dam that blocks a river. Another example 
is increased mobilization of solids by merging of debris flows and floods.  
Physically-based modelling of hazardous processes is a common and valuable 
tool in hazard and risk assessment. It can provide understanding of the 
processes, reconstruct past events and predict future events. The output of 
such models are hazard intensities and probabilities. These allow for estimating 
the expected losses and form the basis for decision making to reduce disaster 
risk. Single-hazard models, such as models for flooding, mass movements or 
storm surges are widely used for this purpose. These tools focus on isolated 
hazards and mostly ignore the interactions with other processes. For events 
with multi-hazard interactions, integrated multi-hazard models are required. 
In this doctoral dissertation, an integrated physically-based multi-hazard 
modelling tool was developed for use in hazard assessment. This was done 
using an existing open-source hydrology, runoff and erosion modelling tool. 
Further development was carried out to incorporate a variety of hazardous 
processes such as (flash) floods, slope stability, mass movement formation and 
entrainment of bed material. 
The first component of the development of the multi-hazard modelling tool is 
a comparative implementation of three distinct flow models for catchment-
integrated flood simulation. Kinematic, diffusive and dynamic wave flows are 
calibrated on a series of events in three study areas: in China, Spain and Italy. 
Results showed that their integration in catchment-scale hydrology allowed for 
new types of interactions between these processes. This proved valuable in 
reconstruction of a flood event in the Fella watershed in Italy. In the second 
phase of the research a novel method was developed for efficient, regional 
simulation of slope stability and failure volumes. The iterative failure method 
was developed which is able to link one-to-one with hydrology and flow aspects 
of the simulation. This allows for a variety of interactions and feedbacks 
between upslope hydrology, runoff patterns and slope stability. 
The third and fourth phase investigated the implementation of generalized 
adaptive mass movement equations and entrainment by such flows. An 
existing set of generalized equations was adapted to cover shallow water flows. 
The equations describe flow in a two-phase manner, with distinct velocities and 
interfacial forces such as drag, virtual mass and viscous forces. The final set of 
equations automatically and continuously scales internal forces based on the 
consistency and properties of the flow materials. Using this approach, flow 
types are automatically estimated and can evolve during interactions. The 
model was calibrated and validated on the 2009 convective storm event in 
Southern Sicily, where hundreds of landslides and severe flash flooding 
interacted in the Scaletta area. The same model was tested in the Chinese 
study area, where simulations were carried out to replicate the 2008-2010 
Honchun co-seismic landslide process chain. Both events highlight the 
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additional insight that can be gained from integrated multi-hazard modeling, 
but stress the need to deal with uncertainties and parameterization 
complexities. 
The fifth phase of this work extended the set of generalized mass movement 
equations to include semi-structured material dynamics. By implementing a 
full stress-strain relationship combined with two-phase non-Newtonian 
generalized debris flow equations, an extensive new model was developed. In 
order to better support the complexities involved in solving the equations, a 
new depth-averaged variation on the material point method was implemented. 
Fluids were solved in a discrete Eulerian grid, while solids were solved using 
the smooth particle mathematical framework. The two phases interact using 
the gridding techniques used in the material point method. Comparison to 
flume experiments showed high likeness of fracture patterns and final deposits 
for cohesive blocks of organic-rich clay. 
Finally the applicability of physically-based multi-hazard modelling tools to 
hazard assessment was investigated by replicating a multi-hazard event: the 
impact of hurricane Maria on the Carribean island Dominica. Integrated multi-
hazard modelling provided several clear benefits to both process understanding 
and hazard accuracy. Additionally, traditional assumptions considering 
probabilities of events and their relationship with trigger intensity can be 
broken due to the non-linear complexity of multi-hazard interactions. Several 
key challenges remain related to model parameterization and uncertainties. 
Because of this, application in hazard and risk assessment requires carefull 
interpretation. By either using ensemble analysis or smart scenario design, a 
proper framework must be made that can act as a foundation for application 
of integrated physically-based multi-hazard modelling. The techniques 
presented in this work have the potential to provide a significant leap in the 
predictive capabilities and accuracy of multi-hazard risk assessment. 
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Samenvatting 
Potentieel gevaarlijke natuurlijke processen komen in veel variaties voor over 
de hele wereld. Hydrometeorologische rampen zoals overstromingen, 
aardverschuivingen en modderstromen worden vaak tegelijkertijd veroorzaakt 
door extreme regenval, bijvoorbeeld tijdens tropische stormen in bergachtige 
gebieden. Wanneer zulke processen gezamenlijk plaatsvinden, komen 
interacties voor die de dynamiek van de verschillende processen kunnen 
veranderen. Voorbeelden van zulke interacties zijn het vormen van natuurlijke 
dammen na aardverschuivingen, waar depositie van materiaal de 
rivierstroming verhindert, of het ontstaan van modderstromen door het 
samengaan van aardverschuivingen met waterstromen op een helling. 
Om interacties zoals deze beter te kunnen begrijpen en voorspellen is fysisch-
gebaseerd modelleren van rampen een algemeen gebruikt en waardevol 
hulpmiddel in gevaren-en risico analyse voor natuurrampen. Gebaseerd op 
gemodelleerde intensiteiten van rampen kunnen geïnformeerde beslissingen 
rondom risico reductie worden gemaakt. Voor enkelvoudige rampen, zoals 
overstromingen, aardverschuivingen en stormvloeden worden modellen breed 
toegepast. Deze modellen focussen zich op één enkel proces en laten meestal 
interacties buiten beschouwing. Voor meervoudige rampen waarbij interacties 
optreden, is een geïntegreerd meervoudig proces-model nodig. In deze 
dissertatie wordt een geïntegreerd fysisch-gebaseerd meervoudig proces-
model ontwikkeld voor gebruik in gevaren- en risicoanalyse. Voor deze 
ontwikkeling werd een bestaand, open-source model voor hydrologie, 
waterafvoer en erosie verder uitgebreid met processen zoals overstromingen, 
hellingsinstabiliteit, en het hellingafwaartse transport, erosie en depositie van 
massabewegingen. 
In de eerste fase van de ontwikkelling van het model werd een vergelijkend 
onderzoek gedaan naar ruimtelijke integratie van overstromingsvergelijkingen 
in een hydrologisch model op waterscheidings-schaal. Zowel kinetisch, diffusief 
en dynamische stromings-benaderingen worden gekalibreerd en gevalideerd 
in drie studiegebieden: in China, Spanje en Italië. Resultaten laten zien dat de 
ruimtelijke integratie van een overstromingsmodel nieuwe interacties mogelijk 
maakt tussen processen die waardevol zijn voor de reconstructie van 
overstroming in het studie gebied in Italië. De tweede fase van het onderzoek 
betreft de ontwikkeling van een innovatieve methode om op regionale schaal 
efficiënte voorspellingen te doen van hellinginstabiliteit en het volume van 
massabewegingen. De iteratieve methode kan direct worden gelinkt met 
hydrologie en andere processen binnen een simulatie. Dit maakt verschillende 
interacties mogelijk tussen hydrologie, patronen in waterafvoer en 
hellinginstabiliteit. 
De derde en vierde fasen van het onderzoek zijn gerelateerd aan de 
implementatie van generieke adaptieve vergelijkingen voor massabewegingen 
en het eroderen van bodemmateriaal. Een bestaande set vergelijkingen werd 
uitgebreid om ook geldig te zijn voor oppervlakkige waterstroming en werd 
geïntegreerd in het model. De vergelijkingen beschrijven de stroming en 
interacties van twee materialen met verschillende snelheden. Op het raakvlak 
van de twee materialen worden interacties geschat, zoals wrijving, viskeuze- 
en voortslepingskrachten. De uiteindelijke set vergelijkingen passen zich 
continu en automatisch aan door interne krachten te schalen gebaseerd op de 
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consistentie en materiaaleigenschappen in de stroming. Hierdoor kunnen 
verschillende typen massabeweging automatisch worden gemodelleerd. Het 
model is gekalibreerd en gevalideerd in Zuid-Sicilië, voor de nasleep van een 
convectieve storm in 2009, waar honderden aardverschuivingen zich mengden 
met overstromingen. Er is ook een reconstructie gemaakt van de door de 
Wenchuan aardbeving veroorzaakte aardverschuivingen, en de daarop 
volgende modderstromen en rivierblokkeringen. Deze vonden van 2008 tot 
2010 plaats in het Hongchun stroomgebied nabij het epicentrum in de provincie 
Sinchuan. De simulaties van deze gebeurtenissen tonen aan hoe de toepassing 
van het ontwikkelde model leidt tot nieuwe inzichten. Er komen daarentegen 
wel complicaties naar voren gerelateerd aan de invoerdata voor het model, en 
onzekerheden in de uitkomsten. 
De vijfde fase van het onderzoek betreft de ontwikkeling van een nieuwe 
generieke set vergelijkingen voor gedeeltelijk gestructureerde 
massabewegingen. Door een volledige fysisch-gebaseerde beschrijving van 
interne stress en deformatie toe te voegen aan twee-fase niet-Newtoniaanse 
generieke massabeweging vergelijkingen, werd een omvangrijk nieuw model 
ontwikkeld. Om een betere numerieke oplossing te bieden voor de 
complexiteiten van de vergelijkingen werd een nieuwe variant op de Material 
Point Methode (MPM) gebruikt. Deze methode lost de fases van vloeistof en 
vaste materialen afzonderlijk op als hoogtegemiddeld grid en Smooth Particle 
(SP) respectievelijk. Interacties tussen de vloeibare en vaste materialen gaan 
via de grid methodes van de Material Point Methode. Laboratorium 
experimenten laten een goede vergelijking zien met modelresultaten wat 
betreft scheurvorming in materiaal, en de totale dynamiek. 
Uiteindelijk wordt het potentieel voor toepassing van geïntegreerde fysisch-
gebaseerde meervoudige procesmodellen onderzocht door toepassing op de 
reconstructie van gebeurtenissen, scenario’s, en ensemble simulaties voor 
orkaan Maria op Dominica in 2017. Dit laat zien dat, hoewel geïntegreerde 
meervoudige procesmodellen duidelijke voordelen bieden in het begrip en de 
nauwkeurigheid van rampvoorspellingen, onzekerheden en moeilijkheden in 
dataomschrijving een hinder blijven in volledige toepassing voor gevaren- en 
risicoanalyse. Door ofwel ensemble analyse te gebruiken of nieuwe methoden 
te ontwikkelen voor het ontwerpen van scenario’s moet een degelijk raamwerk 
worden gemaakt. Dit zou kunnen dienen als fundering voor het volledige 
gebruik van een geïntegreerd fysisch gebaseerd meervoudig procesmodel. De 
technieken in dit boek hebben de potentie een grote sprong in  nauwkeurigheid 
te beiden voor analyze van risico voor rampen. 
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